
MOLECULAR PHYSICS, 2002, VOL. 100, NO. 11, 1771±1790

Electron correlation and the self-interaction error of density
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The self-interaction error (SIE) of commonly used DFT functionals has been systematically
investigated by comparing the electron density distribution »…r† generated by self-interaction
corrected DFT (SIC-DFT) with a series of reference densities obtained by DFT or wavefunc-
tion theory (WFT) methods that cover typical electron correlation e� ects. Although the SIE of
GGA functionals is considerably smaller than that of LDA functionals, it has signi®cant
consequences for the coverage of electron correlation e� ects at the DFT level of theory.
The exchange SIE mimics long range (non-dynamic) pair correlation e� ects, and is responsible
for the fact that the electron density of DFT exchange-only calculations resembles often that
of MP4, MP2 or even CCSD(T) calculations. Changes in the electron density caused by SIC-
DFT exchange are comparable with those that are associated with HF exchange. Correlation
functionals contract the density towards the bond and the valence region, thus taking negative
charge out of the van der Waals region where these e� ects are exaggerated by the in¯uence of
the SIE of the correlation functional. Hence, SIC-DFT leads in total to a relatively strong
redistribution of negative charge from van der Waals, non-bonding, and valence regions of
heavy atoms to the bond regions. These changes, although much stronger, resemble those
obtained when comparing the densities of hybrid functionals such as B3LYP with the corre-
sponding GGA functional BLYP. Hence, the balanced mixing of local and non-local exchange
and correlation e� ects as it is achieved by hybrid functionals mimics SIC-DFT and can be
considered as an economic way to include some SIC into standard DFT. However, the
investigation shows also that the SIC-DFT description of molecules is unreliable because
the standard functionals used were optimized for DFT including the SIE.

1. Introduction
In the last decade, density functional theory [1±3] has

become one of the most used correlation corrected
quantum chemical methods [4]. Clearly, this is a result
of its wide applicability and reliability [4], re¯ected in the

fact that it meets the performance of second-order
Mùller±Plesset (MP2) perturbation theory [5, 6],
fourth-order MP (MP4) [6] or even coupled cluster

methods such as CCSD(T) [7±10]. However, while wave-
function theory (WFT) methods systematically intro-
duce correlation e� ects in a stepwise manner, DFT

covers dynamic electron correlation in an unspeci®ed
way, which makes it di� cult to predict the outcome of
a DFT calculation unless DFT results for a closely

related reference system are known.
In recent work, Cremer and coworkers [11] investi-

gated electron correlation e� ects covered by DFT by

comparing its electron density distribution »…r† with
that of a WFT method, which covers well de®ned elec-
tron correlation e� ects. Such a comparison is best done

with the help of the di� erence electron density distribu-

tion ¢»…r† ˆ »…DFT† ¡ »…WFT† [12, 13]. In this way a

global impression of electron correlation e� ects is

obtained that is more informative than analysing
single values of selected molecular properties such as

energy, geometry, etc. Cremer and coworkers [11]

showed that dynamic electron correlation e� ects remi-

niscent of pair and three-electron correlation e� ects

introduced by MP2 and MP4 in WFT are largely

mimicked by the DFT exchange (X) functionals. If

one uses GGA (generalized gradient approximation)
exchange functionals, the best agreement between

exchange only and WFT calculations will be found at

MP4 while MP2 and CCSD(T) show also large simila-

rities with exchange only results [11]. Correlation (C)

functionals introduce corrections in the electron density

distribution that are typical of the coupling between

diagonal (2-, 3-, etc.) electron correlation e� ects
included in higher order MPn and CC methods

[14±19], i.e. DFT correlation functionals contain by

their construction correlation e� ects not (or only par-

tially) covered by low order MPn methods [11].
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Since electron correlation is di� erently de®ned at the
DFT and WFT levels of theory [1±3, 11], it is not necess-
arily contradictory that dynamic correlation e� ects
introduced by low order MPn methods seem to be
already covered by X-DFT functionals. However, con-
sidering the construction of the exchange functionals
there is no obvious reason why they should cover, e.g.
typical pair electron correlation e� ects. Therefore, we
shall investigate in this work the self-interaction of the
electrons as one of the possible e� ects in¯uencing the
performance of exchange but also correlation func-
tionals. In this way, we seek a deeper understanding of
how electron correlation is covered by standard DFT
methods.

In WFT methods, the form of the many-particle
Hamiltonian guarantees that an electron interacts with
other electrons but does not interact with itself. Actu-
ally, the self-interaction term included by the Coulomb
potential is exactly cancelled out by a similar term in the
exchange potential. Because exchange is treated by com-
monly used exchange functionals only in an approxi-
mate way, Coulomb self-interaction and exchange self-
interaction of an electron no longer cancel at the DFT
level and lead to a self-interaction error (SIE) [3, 20±26].
The reason for the existence of an exchange self-inter-
action error (X-SIE) is obvious, but there is also a cor-
relation self-interaction error (C-SIE) which results from
the fact that most (but not all) correlation functionals
predict for a single electron a negative correlation
energy. The SIE has been investigated since the early
days of DFT [27], and methods have been suggested
to cure DFT from an XC-SIE [21±27]. In this work, a
self-consistent ®eld formulation [24] of the self-inter-
action correction (SIC) given by Perdew and Zunger
[21, 22] is used to investigate the e� ects of the SIE of
common XC functionals on the electron density distri-
bution. In this connection, we shall discuss the following
questions. (1) How does the SIE in¯uence the perform-
ance of commonly used exchange functionals? Is it poss-
ible that the SIE simulates speci®c correlation e� ects
covered by correlation corrected WFT methods? (2)
How does the C-SIE a� ect the electron density distribu-
tion and how is this re¯ected in the performance of
standard correlation functionals? (3) Does SIC-DFT
cover more (or fewer) Coulomb correlation e� ects
than standard DFT and, if so, does this lead to an
improvement (deterioration) in the performance of com-
monly used exchange±correlation functionals? (4) How
can the SIE be related to well known features of the
exchange±correlation hole? (5) In view of the relatively
high cost of SIC-DFT are there other less expensive
ways of correcting DFT for SIEs?

To answer these questions, this work is structured in
the following way. First, we shall review the theory of

SIC-DFT and describe the computational details of the
calculations carried out in this work. In } 3 we establish
and classify correlation e� ects with the help of MP and
CC theory. In } 4 the X-SIEs and C-SIEs of commonly
used exchange±correlation functionals will be analysed
using appropriate WFT references, and DFT hybrid
functionals will be analysed in } 5.

2. Computational methods
In standard Kohn±Sham (KS) DFT [1±3] the elec-

tronic energy of the ground state of an atom or mol-
ecule,

E‰»Š ˆ ET‰»Š ‡ EV‰»Š ‡ EJ‰»Š ‡ EX‰»Š ‡ EC‰»Š; …1†

is given as a functional of the electron density distribu-
tion

»…r† ˆ
X

¼

»¼…r† ˆ
X

¼

XN¼

iˆ1

»i¼…r† ˆ
X

¼

XN¼

iˆ1

j’i¼…r†j2;

…2†

where ¼ denotes ¬ (up) or  (down) spin, N¼ the number
of ¬ or  electrons and by this the number of occupied ¬
or  KS spin orbitals ’i. In equation (1), ET‰»Š, EV‰»Š,
EJ‰»Š, EX‰»Š, and EC‰»Š have the usual meaning of the
kinetic energy of non-interacting electrons:

ET‰»Š ˆ
X

¼ˆ¬;

XN¼

iˆ1

h’i¼j ¡ 1
2
r2j’i¼i; …3†

the electron±nuclear attraction energy described by the
external potential ¾…r†,

EV‰»Š ˆ
…

dr »…r†¾…r†; …4†

the Coulomb interaction energy,

EJ ˆ ¡ 1

2

…
dr dr0 »…r†»…r0†

jr ¡ r0j ; …5†

the exchange energy EX‰»¬; » Š, and the correlation
energy EC‰»¬; » Š, respectively.

Both exchange and correlation functionals of any
SIC-DFT [21±23] must ful®l equations (6)±(9), which
describe their values in the limit of a one-electron
density »¼…r† where ¼ may be ¬,

„
»¬…r† dr ˆ 1, and

» …r† ˆ 0.

EJ‰»Š ‡ EX‰»¼; 0Š ˆ 0; …6†

EC‰»¼; 0Š ˆ 0; …7†

¾J…‰»Š; r† ‡ ¾¼
X…‰»¼; 0Š; r† ˆ const; …8†

¾¼
C…‰»¼; 0Š; r† ˆ 0: …9†

Equation (6) expresses that a single electron does not
interact with itself, i.e. the self-repulsion energy of the
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electron contained in EJ‰»Š is cancelled by the self-
exchange energy covered by the exchange functional.
Equation (7) clari®es that a single electron does not
possess any correlation energy (self-correlation) and
equations (8) and (9) make sure that the single electron
moves under the in¯uence of the external potential ¾…r†
rather than the Coulomb potential ¾J, the exchange
potential ¾X or the correlation potential ¾C. An approx-
imate exchange±correlation functional may violate all or
some of the equations (6)±(9) and, therefore, has to be
corrected.

The SIC-DFT method proposed by Perdew and
Zunger [21] for LDA (local density approximation)
functionals, but also used for GGA functionals [22]
remedies the SIE orbital by orbital.

Ecorrect
X ˆ Eapprox

X ‰»¬; » Š
X

¼ˆ¬;

XN¼

i

…EJ‰»i¼Š ‡ Eapprox
X ‰»i¼; 0Š†

ˆ Eapprox
X ‰»¬; » Š ¡ ESIC

X ; …10†

Ecorrect
C ˆ Eapprox

C ‰»¬; » Š ¡
X

¼ˆ¬;

XN¼

i

Eapprox
C ‰»i¼; 0Š

ˆ Eapprox
C ‰»¬; » Š ¡ ESIC

C : …11†

Hence, the electronic energy of SIC-DFT is given by
equation (12).

ESIC-DFT‰»Š ˆ ET‰»Š ‡ EV‰»Š ‡ EJ‰»Š ‡ EX‰»Š ¡ ESIC
X ‰»Š

‡ EC‰»Š ¡ ESIC
C ‰»Š …12†

The energy of equation (12) must be made stationary
with regard to a mixing of occupied with occupied and
occupied with virtual orbitals, which is accomplished by
solving the KS equations extended by the Perdew±
Zunger SIC-XC functional [24]. The theory and imple-
mentation of a self-consistent SIC-DFT (SCF-SIC-
DFT) method are described elsewhere [28]. SCF-SIC-
DFT was used in this work to determine the electron
density distribution of a series of molecules to analyse
the SIE of standard exchange±correlation functionals.

Due to the mixing of occupied orbitals in the SCF-
SIC-DFT procedure, the energy is no longer invariant
with regard to orbital rotations among occupied orbi-
tals. Previous work [29] demonstrated that localized
orbitals minimize the SIC-DFT energy by maximizing
the cancellation between Coulomb, exchange, and cor-
relation self-interactions. This, however, leads to the
problem that SCF-SIC-DFT densities and normal
DFT densities are no longer directly comparable. In
the SCF-SIC-DFT density, multiple bonds will be repre-
sented as bent bonds rather than ¼¡¡º bonds. We solved
this problem by suppressing a mixing of ¼ and º orbitals
in the SCF-SIC procedure. This was achieved by

excluding º orbitals from the localization procedure
when generating di� erence density diagrams. This
has a signi®cant e� ect on the energy as is re¯ected
in the calculated SCF-SIC-BLYP/cc-pVTZ energies
obtained for ethene: ¡78.514 26 Eh (full localization);
¡78.503 79 Eh (º orbitals excluded from the localiza-
tion). Although the partial localization procedure
leads to errors in SCF-SIC-BLYP energies and other
properties, it produces meaningful di� erence densities
because the major part (78%) of the SIE (¡0.047 02 Eh)
is covered by this approach (see discussion of electron
interaction energies in } 3).

A series of small molecules representing typical
bonding situations (HÐH, H3CÐCH3, H2CÐÐCH2,
HCÐÐÐCH, H2NÐNH2, HNÐÐNH, NÐÐÐN, OÐÐO,
HOÐOH, FÐF, CH3ÐOH, H2CÐÐO, CÐÐÐO) were
calculated at various DFT and SCF-SIC-DFT levels
of theory where experimental geometries were employed
throughout [30]. Reference densities were calculated
using standard HF, MP [5, 6] and CC theories [7±10]
with unfrozen core and analytical energy gradients [13].
The MP and CC response density distributions were
calculated with procedures described elsewhere [12,
13]. All calculations were carried out with Dunning’s
cc-pVTZ basis set, which corresponds to a (10s5p2d1f/
5s2p1d) [4s3p2d1f/3s2p1d] contraction [31].

A series of electron correlation e� ects was established
in the following way (compare with table 1). DFT
without any XC functional (DFT0), SIC-DFT0 ˆ
Hartree, and HF theory were used to demonstrate via
the di� erence density ¢»…JSI† ˆ »…DFT0† ¡ »…Hartree†
the impact of electron self-repulsion JSI ˆ

P
Jii and via

¢»…exchange† ˆ »…HF† ¡»…Hartree† the in¯uence of
exact exchange interactions

P
Kij (table 1, entries 1

and 2). Of course, the di� erence densities are determined
by using di� erent orbitals in the ®rst method and the
second method, so that other e� ects are also covered by
the di� erence densities. However, the major in¯uence
should be that of electron self-repulsion and exchange
interactions, which justify the use of short notations
such as exchange density distribution for the di� erence
density given by entry 2 in table 1, although the exact
exchange energy density distribution would have to be
de®ned in a di� erent way [32].

The di� erence between MP2 and HF densities illus-
trates the e� ects of electron pair correlation as covered
by the D excitations. Since the latter are not coupled,
pair correlation e� ects are largely exaggerated at the
MP2 level of theory, which is partially corrected at
MP3 by a coupling between D excitations (table 1).
MP4 introduces orbital relaxation e� ects (via the S
excitations), three-electron correlation e� ects (via T
excitations), and disconnected four-electron correlation
e� ects via Q excitations. Higher order correlation
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e� ects as they are introduced at ®fth-order (MP5) and
sixth-order MP theory (MP6) [14±16] cannot be
described because analytical gradients for calculating
response densities are not available. Although MP
theory is problematic in its application because of fre-
quent initial oscillations in the MPn series [17], it pro-
vides a platform for analysing electron correlation
e� ects [18, 19] covered by more advanced methods
such as CCSD [9] or CCSD(T) [10]. CCSD contains
in®nite-order orbital relaxation and pair correlation
e� ects in the SD space, which become obvious when
comparing CCSD and MP4(SDQ) densities (table 1).
CCSD(T) covers (up to MP8) 77% of the terms of
the SDT space of the more complete CCSDT method
[19]. Important TT coupling e� ects can be studied when
comparing three-electron correlation e� ects at MP4 and
CCSD(T) with the help of the di� erence di� erence elec-
tron density distribution ‰»…CCSD…T†† ¡ »…CCSD†Š
¡‰»…MP4† ¡ »MP4…SDQ†Š (table 1).

The DFT functionals employed reach from LDA to
GGA and hybrid functionals (for details, see [11]).
Because of space limitations we give for each class of
functionals just one or two representatives, namely the
SVWN5 functional [33, 34] as a typical LDA functional,
the BLYP [35, 36] and PW91P91 functionals [37] as
typical GGA functionals and the B3LYP functional
[38] as the typical and most often used hybrid func-
tional. The electron interaction e� ects caused by X-
SIE were obtained by comparing SIC-X calculations
with exchange only calculations. The SIC-C was
investigated in di� erent ways, viz. (a) by comparing
SIC-XC with SIC-X densities, (b) with the help of the
di� erence density generated from HF+SIC-C and HF
calculations, and (c) from the di� erence density distri-
bution de®ned by ‰»…XC† ¡ »…X†Š ¡ ‰»…HF ‡ C† ¡
»…HF ‡ SIC ¡ C†Š. Procedures (a), (b), and (c) use dif-
ferent orbitals and thus they should lead to di� ering
SIC-C densities. However, the di� erence density plots
obtained by the three approaches agree qualitatively,
so that in the following discussion there is no need to
distinguish between SIC-C density distributions
obtained in di� erent ways.

Calculations were performed with the quantum
chemical program packages Cologne2000 [39], Gaus-
sian98 [40], and Aces II [41].

3. Analysis of the electron density distributions
calculated with SCF-SIC-DFT

In this work, only a limited number of the di� erence
density plots calculated can be represented and dis-
cussed. We select ethene as a representative example
that shows e� ects typical of single and multiple
bonded systems. In the following, we simplify the dis-
cussion by using the term SIC-DFT rather than SCF-

SIC-DFT. Also, we distinguish between a method such
as SIC-DFT, SIC-XC, SIC-X based on an SIC-XC,
etc., functional and the errors X-SIE, C-SIE
or XC-SIE, which are related to the corrections
X-SIC ˆ ¡(X-SIE), etc. First, we clarify the magnitude
of calculated SIEs for some typical examples using the
electron interaction energies summarized in table 2.

3.1. Electron interaction energies
Since intraorbital electron interactions generally are

larger than interorbital interactions, self-Coulomb and
self-exchange interactions represent a large fraction of
the total Coulomb (HF, 16%) and exchange interaction
energy (HF, more than 90%, table 2). For the LDA
functional SVWN5, the S-SIE ˆ

P
…Jii ¡ Xii† is rela-

tively large and always positive because of the under-
estimation of exchange interactions by the S functional.
In the case of H2, the S-SIE corresponds to more than
twice the correlation energy (0.041 Eh).

For H2, C-SIE is of opposite sign, thus exaggerating
its correlation energy by almost a factor of 2. Although
the X-SIE and C-SIE cancel each other partially, the
total SIE is almost as large as the correct SVWN5 cor-
relation energy of H2 …0:04932Eh, table 2). In this way
the SIE has the same impact on the total energy as the
correlation error has in WFT theory.

GGA functionals improve the situation in so far as
the X-SIE is strongly reduced (PW91-exchange ,
0.010 09 Eh for H2, table 2), resulting from the fact
that exchange interactions are increased by a GGA X-
functional such as PW91. The correlation part is also
improved and the C-SIE reduces to ¡0.014 72 Eh for H2;
hence the total SIE becomes negative (¡0.004 63 Eh) its
value being just 15% of the correct PW91 correlation
energy of H2 (¡0.031 33 Eh, table 2).

In the case of the BLYP functional, the XC-SIE for
H2 is even smaller because the LYP functional by con-
struction does not su� er from a C-SIE. However, in
general the total SIE values resulting from the
PW91PW91 GGA functional are at least a factor of 2
smaller in magnitude than those obtained with the
BLYP functional, which clearly is a result of the dif-
ferent signs of the X-SIE (> 0) and the C-SIE (by de®ni-
tion < 0) in the case of PW91. However, the negative
XC-SIE obtained with BLYP is still a small fraction of
the relatively large positive XC-SIE of LDA functionals.
Hence, one could draw the conclusion that the SIE is a
problem of only LDA rather than GGA functionals.
Closer inspection, however, reveals that even for the
PW91PW91 functional the C-SIE is about 9 mEh per
electron pair, which still leads to substantial errors in
the molecular energy. This is con®rmed when analysing
the in¯uence of XC-SIEs on the electronic structure of a
molecule such as ethene.

Self-interaction error in density functional theory 1775
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3.2. Dynamic correlation e� ects covered by WFT
methods

The electron density distribution »…r† of ethene
obtained at the HF level of theory is characterized by
an accumulation of negative charge in the bond region
(both ¼ and º parts) and in the inner parts of the valence
regions of the C atoms. This leads to shielding of the
nuclear charges, a reduction in nuclear±nuclear repul-
sion, and a relatively short CC bond length, which will
decrease further if larger basis sets are used in the HF
calculation. Dynamic electron correlation changes the
HF electron density distribution of ethene substantially,
as is shown by the di� erence density plots of ®gure 1.

MP2 introduces left±right, angular, and in±out pair
correlation e� ects via D excitations, which lead to
typical changes in the electron density distribution of
ethene (®gure 1(a)): density is moved out of the CC
and CH bond regions closer to the C atoms as a result
of strong left±right correlation, which decreases the
bond density. At the same time, density is transferred
into the non-bonded regions beyond and between the H
atoms. The density in the van der Waals region
increases, where this is clearly a result of in±out correla-
tion. Left±right correlation is also strong in the º space
(º ! º* excitations) and, as a consequence, the van der
Waals region above the º bond is depleted in density
(®gure 1(b)). The results of angular correlation, which
should transfer negative charge from ¼ to º orbitals and
vice versa, are more di� cult to assess because they are
superimposed by left±right and in±out correlation
e� ects.

In passing we note that terms such as dynamic, non-
dynamic, near-degeneracy, left±right, in±out, angular,
etc., correlation are used by di� erent authors in di� erent
ways. For example, Handy and Cohen [42] suggested in
a recent paper that one should distinguish between left±
right (long range) and dynamic (short range) correlation
e� ects where the ®rst term replaces terms such as non-
dynamic, static or near-degeneracy correlation.
Although the authors give arguments for their choice
[42], we prefer to stay within the usual terminology,
namely to consider short range correlation as dynamic
and long range correlation as non-dynamic (static or
near-degeneracy) . This implies that pair correlation
e� ects (left±right correlation: admixture of excited con-
®gurations having antibonding instead of bonding orbi-
tals occupied; angular correlation; admixture of excited
con®gurations having º instead of ¼ orbitals occupied;
in±out correlation: admixture of excited con®gurations
having virtual orbitals with additional nodal spheres at
the atoms occupied; see also [6]) can be both dynamic
(many excited con®gurations involving strongly oscil-
lating orbitals are included in the wavefunction, each
with small weight) or non-dynamic (a limited number

of excited con®gurations involving weakly oscillating
orbitals are included in the molecular wavefunction,
each with a relatively large weight). Hence left±right
correlation is covered by both (single-determinant) MP
methods (preferentially as short range) and MCSCF
methods (preferentially as long range). It is also note-
worthy in this connection that (a) use of the terms
dynamic, non-dynamic, etc., correlation serves a quali-
tative description of correlation e� ects and faces prob-
lems as soon as one wants to distinguish between these
terms in a quantitative way [43], and (b) that methods
generally considered to cover dynamic electron correla-
tion e� ects (CI, MP, CC, etc.) also cover some non-
dynamic correlation e� ects because methods considered
to cover predominantly non-dynamic correlation e� ects
(MCSCF, CASSCF, etc.) cover also some dynamic cor-
relation e� ects (see, e.g. [43]).

It is well known that MP2 exaggerates pair correla-
tion e� ects, thus overcorrecting the HF values of the
molecular properties and leading to opposite extremes
relative from HF results [6]. This is schematically indi-
cated in ®gure 2, where the degree of left-correlation and
in±out correlation is given for commonly used WFT and
DFT methods. MP3 introduces a coupling between D
excitations (table 1) and, accordingly, reduces the degree
of pair correlation considerably (®gure 1(c, d)). In this
way, changes in the electron density distribution as well
as in the molecular properties are corrected back into
the direction of the corresponding HF values (®gure 2).

In passing we note that changes in the º space
(®gure 1(b, d)) are parallel to those in the ¼ space of
ethene. To simplify the discussion, we shall concentrate
on the ¼ space in the following and discuss features of
the º density only if they di� er from those of the ¼
density.

The inclusion of S, D, and Q excitations at the
MP4(SDQ) level of theory corrects »…r† further back
to the HF density (ethene, ®gure 1(e)) or, alternatively,
introduces some more left±right and in±out correlation
(e.g. in the case of CO or N2). In any case the
MP4(SDQ) density distribution is close to that of the
MP3 density. This holds also for the CCSD density
which, in contrast to MP4(SDQ), covers in®nite-order
orbital relaxation and pair correlation e� ects in the SD
space and, therefore, should give a reliable account of
pair correlation e� ects (®gure 1( f )). In the case of
ethene, CCSD indicates that there is actually less left±
right correlation than predicted at either the MP4(SDQ)
or the MP3 level of theory. For molecules with triple
bonds, CCSD adds left±right correlation to that already
covered by MP3, but the level stays below the degree of
left±right correlation predicted by MP4(SDQ) (®gure 2).

The inclusion of three-electron correlation e� ects via T
excitations at the MP4 level increases the left±right and

Self-interaction error in density functional theory 1777
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Figure 1. Contour line diagram of the di� erence electron density distribution ¢»…r† ˆ »…methodI† ¡ »…methodII† of ethene cal-
culated with the cc-pVTZ basis in the experimental geometry. Solid (dashed) contour lines are in regions of positive (negative)
di� erence densities. Reference plane, if not otherwise indicated, is the plane containing the atoms. The positions of the atoms
are indicated. The contour line levels have to be multiplied by the scaling factor 0.01 and are given in e a¡3

0 . (a) MP2±HF; (b)
MP2±HF (plane perpendicular to the molecular plane and containing the C atoms); (c) MP3±MP2; (d) MP3±MP2 (plane
perpendicular to the molecular plane and containing the C atoms); (e) MP4(SDQ)±MP3; ( f ) CCSD-MP4(SDQ); (g) MP4±
MP4(SDQ); and (h) [CCSD(T)±CCSD]±[MP4±MP4(SDQ)].



in±out separation of negative charge for all molecules
investigated in this work (®gure 1(g)). However, the

level of pair correlations is still lower than that calculated
at the MP2 level of theory, as the di� erence density

¢»…MP4 ¡ MP2† ˆ »…MP4† ¡ »…MP2† reveals (not
shown, but see ®gure 2 for a qualitative assessment of
pair correlation e� ects [44]). T e� ects are exaggerated at

the MP4 level of theory [6, 18, 19], which can be (par-
tially) avoided by using CCSD(T). CCSD(T) includes

DT, TT and other T coupling e� ects, which help to
avoid an exaggeration of three-electron correlation as
occurs at the MP4 level. Hence, the degree of left±
right and in±out correlation covered at CCSD(T) is
lower than that of both MP4 and MP2 (®gures 1(h)

Self-interaction error in density functional theory 1779

Figure 1. Continued.

Figure 2. Schematic representation of the degree of left±right and in±out pair correlation e� ects for di� erent WFT and DFT
methods [41]. For di� erent molecules the sequence of methods is changed, which is indicated by overlapping areas.



and 2); however, clearly it is larger than that at the
MP3, MP4(SDQ) or CCSD levels.

We note in this connection that ®gure 2 gives only the
degree of pair correlation. If the degree of three-electron
correlation would be given on a third axis, MP2 would
be at the zero point while CCSD(T) would be at a point
along this axis representing about 77% of all three-elec-
tron correlation e� ects [18, 19]. Hence, it is not a contra-
diction that MP2 covers more pair correlation e� ects
than does CCSD(T). (The mechanisms of two- and
three-electron correlation are basically di� erent, but
both can lead to a left±right (angular, in±out) separation
of negative charge. We simplify the description by con-
sidering these e� ects as a result of pair correlation.)

The stepwise addition of higher order correlation
e� ects in MP or CC theory can lead to an oscillation
of molecular properties and typical features of the
electron density distribution, which has been observed
also for many other molecules and molecular properties
[6, 12, 13, 17]. Figures 1 and 2 provide a list of typical
electron correlation e� ects that are used in the following
to analyse electron correlation covered by DFT and
SIC-DFT.

3.3. Correlation e� ects covered by DFT exchange
functionals

It has been pointed out that exchange-only DFT
methods already cover a larger amount of left±right
electron correlation e� ects than WFT methods such as
MP or CC [11]. In the case of the CO molecule, it was
found that the B-only density distribution is close to that
of the MP4 density distribution. This is con®rmed by the
results obtained in this work. For all molecules investi-
gated, the B-only density is close to those of MP4, MP2,
or CCSD(T) (see, e.g. ®gure 3(a)). The degree of left±
right correlation suggested by the B-only density is in all
cases considered larger than that covered by WFT
methods (®gure 2), raising the question whether a dif-
ferent type of pair correlation e� ect (non-dynamic
rather than dynamic) is covered by exchange-only calcu-
lations. S exchange even increases the degree of pair
correlation e� ects relative to that of B exchange (®gures
3(b) and 2). The same is true for PW91-exchange (®gure
3(c)), but di� erences between the two GGA functionals
are of course much smaller than between the GGA func-
tional B exchange and the LDA functional S exchange
[11].

We need to determine why and in what way DFT
exchange mimics left±right electron correlation e� ects,
and for this purpose we consider ®rst the in¯uence of
HF exchange on the electron density (®gure 4(a) and
table 1).

Exchange interactions between di� erent electrons
with aligned spins (interelectronic exchange) will be

small in those regions where (a) there is only little den-
sity (van der Waals regions), (b) only one electron can be
expected (regions of the H atoms), and (c) electron
pairing as in the CC bond region reduces the chance
of ®nding a second electron of the same spin. (To
assess the exchange interactions at the H atoms the
CH bond polarity has to be considered: it is less likely
to ®nd a C electron at H than the H electron at C.)
In those regions where exchange is small (large),
Coulomb repulsion will be large (small), which leads
to a decrease (increase) in the electron density. In
agreement with these expectations, ®gure 4(a) (inter-
electronic HF exchange in the molecular plane) reveals
that density accumulates in the atomic regions and the
non-bonded regions between the atoms. It is reduced
in the bond regions, at the H atoms, and in the van
der Waals regions.

Exchange is large in the valence region of the C atoms
and in the non-bonded regions between the bonds
because at the C atom there can be up to four valence
electrons of the same spin and in the non-bonded
regions there is no energy principle that requires ¬
spin coupling. Relatively large exchange guarantees
that Coulomb repulsion is low, and therefore the density
increases in regions of large exchange. Since this is pri-
marily in the valence regions of the heavy atoms (C in
®gure 4(a)), one is reminded of the intraatomic Hund’s
rule, which implies that in a molecule the electrons in the
valence region of a given atom possess the same spin to
keep Coulomb repulsion low. There is also a relatively
large exchange density in those parts of the bond region
where ¼ and º densities overlap (®gure 4(b), interelec-
tronic HF exchange in the º plane) so that ¼ and º
electrons of the same spin can be found, thus increasing
exchange interactions and lowering Coulomb repulsion.

We note that self-exchange is generally large where
the density is large (e.g. in the bond regions). Accord-
ingly, self-exchange contracts the electron density by
transferring negative charge from the van der Waals
and non-bonded regions to the bond regions. This can
be made visible by plotting the density resulting from
the Coulomb self-repulsion

P
Jii, which is just the

mirror image of the exchange density (multiplication
of the density given in ®gure 4(c) by ¡1).

According to the di� erence density diagrams in ®gure
4(d¡¡f ), interelectronic SIC-DFT exchange (also termed
correct DFT exchange in the following. HF exchange is
frequently called exact exchange in DFT to distinguish it
from the approximate exchange of standard exchange
functionals. To avoid any confusion with the term
exact exchange, we shall use the term correct exchange
if we consider SIC-X energies) can di� er from interelec-
tronic HF exchange in various ways: SIC-S determines
exchange locally according to the value of the density,
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Figure 3. Contour line diagram of the di� erence electron density distribution ¢»…r† ˆ »…methodI¡ »…methodII† of ethene calcu-
lated with the cc-pVTZ basis in the experimental geometry. Solid (dashed) contour lines are in regions of positive (negative)
di� erence densities. Reference plane is the plane containing the atoms. The positions of the atoms are indicated. The contour
line levels have to be multiplied by the scaling factor 0.01 and are given in e a¡3

0 . (a) B-only±MP4; (b) B-only±S-only; (c) B-only±
PW91-only; (d) SIC-B±MP4; (e) SIC-B±SIC-S; and ( f ) SIC-B±SIC-PW91.
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Figure 4. Contour line diagram of the di� erence electron density distribution ¢»…r† ˆ »…methodI† ¡ »…methodII† of ethene cal-
culated with the cc-pVTZ basis in the experimental geometry. Solid (dashed) contour lines are in regions of positive (negative)
di� erence densities. Reference plane, if not otherwise indicated, is the plane containing the atoms. The positions of the atoms
are indicated. The contour line levels have to be multiplied by the scaling factor 0.01 and are given in e a¡3

0 . (a) HF exchange; (b)
HF exchange (plane perpendicular to the molecular plane and containing the C atoms); (c) HF, Coulomb self-repulsion; (d)
SIC-S±HF exchange; (e) SIC-B±HF exchange; and ( f ) SIC-PW91±HF exchange. For de®nition of the di� erence densities, see
table 1 and text.



i.e. high densities in the atomic and bonding regions

automatically lead to relatively high exchange, which

in turn causes an increase in the exchange densities to

values larger than those found at the HF level of theory

(®gure 4(d), SIC-S±HF exchange). This is also true in the
non-bonding regions where, because of a superposition

of atomic density tails, the local approach automatically

implies a higher exchange than HF exchange. We note

in this connection that the magnitude of correct S

exchange is larger than HF exchange (table 2), and
that the common ®nding that S exchange underesti-

mates the magnitude of exact exchange is just a conse-

quence of the relatively large S-SIE.

The GGA functional B exchange also depends on the
reduced density gradient [35], which is relatively large in

the regions of the H atoms (relatively large gradient of

the density for relatively small »…r† values) and the C

atoms (larger gradient, but also larger density) while it is
smaller in the bond regions (small gradient), the outer

non-bonded, and the van der Waals regions (®gure 4(e),

SIC-B±HF exchange). A direct comparison of the cor-

rect B and the correct S exchange densities (®gure 3(e),

SIC-B±SIC-S exchange) reveals that the former func-
tional accumulates less density in the CC unit (valence

region + bond region) than the SIC-S functional, which

again re¯ects the in¯uence of the reduced gradient of the

density.
The SIC-PW91 exchange functional leads to small but

signi®cant changes relative to the SIC-B functional

(®gure 3( f ), SIC-B±SIC-PW91 exchange). There is

more density in the valence regions of the C atoms,

but less in the CC bonding region and at the H atoms
than calculated with SIC-B. We note that SIC-PW91

leads to a signi®cantly larger absolute value of correct

exchange than SIC-B, the two energies bracketing the

HF exchange energies (exception H2, table 2).

In conclusion, the electron density distributions
resulting from correct S, correct B, or correct PW91

exchange do not indicate any particular dynamic or

non-dynamic electron correlation e� ects. All exchange

densities overestimate the density in the CC unit

(valence regions and bonding region), but provide dif-
ferent descriptions in other parts of the ethene molecule.

If the SIC-B density is compared with WFT densities

(see, e.g. ®gure 3(d), SIC-B±MP4), the same pattern of

regions with density increase (CC unit and H atoms) and
density decrease (CH bond regions, nonbonded regions,

van der Waals region) will always be observed, even if

the HF method is used for comparison. Since none of

the correct DFT exchange functionals seems to cover
any dynamic or non-dynamic electron correlation

e� ects, we come to the surprising conclusion that the

left±right correlation e� ects mimicked by standard

DFT exchange functionals are due to the SIE of these
functionals.

3.4. Correlation e� ects covered by the DFT C
functional

Dynamic electron correlation is described at the LDA
level (e.g. by VWN, VWN5, etc.) by an attractive local
potential that depends on the magnitude of the electron
density. Hence, it is rather strong in the atomic, bond
and (inner) non-bonded regions (superposition of
atomic densities), but relatively weak in the van der
Waals regions. LDA correlation functionals all lead to
a transfer of electron density from regions with low
electron density into regions with high electron density,
as shown in ®gure 5(a) for the VWN5 correlation func-
tional in the case of ethene. As the correlation potential
depends on the local density only, this charge transfer
will be less speci®c than the charge transfer due to the
explicit inclusion of electron correlation e� ects by a
WFT method.

The absolute magnitude of the LDA correlation
energy is strongly exaggerated in this way: it is almost
twice as large as the correct correlation energy (table 2).
The major reason for this exaggeration is the SIE as is
documented by the magnitude of VWN5-SIE energy in
table 2 and the electron density changes caused by the
VWN5-SIE functional (®gure 5(d)), which are positive
in the CC and CH bond regions but negative in the non-
bonded and van der Waals regions. Since the VWN5
functional with its SIE is adjusted to the (SIE-free)
quantum Monte Carlo description of the homogeneous
electron gas, the relatively large VWN5-SIE leads to
strong changes in the regions of relatively high density,
as for example in the CC bonding region. SIC-VWN5
(®gure 5( f )) similar to VWN5 (®gure 5(a)) increases the
density in all those regions where the value of the density
is already signi®cant, but decreases it in the CC bonding
region due to the large SIC in this region (®gure 5( f )).

In its construction the LYP correlation functional [36]
does not su� er from an SIE. It predicts an increase in the
electron density in the region of the CC unit and in the
non-bonded regions between the H atoms (®gure 5(b)).
There is some similarity to the VWN5-SIC correlation
density in so far as the increase in density covers the
major part of the CC unit, but even for the SIC-VWN5
the increase in correlation density is still exaggerated, as
is con®rmed by the correct VWN5 correlation energy
compared with the LYP correlation energy (table 2)
and the larger region of positive correlation density.
(The term correlation density is used in the same way
as the term exchange density, i.e. the di� erence density
of entry 13 in table 1 re¯ects the impact of the correlation
functional on the density distribution, but does not
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Figure 5. Contour line diagram of the electron density distribution of ethene calculated with the cc-pVTZ basis in the experimental
geometry for various correlation functionals. Solid (dashed) contour lines are in regions of positive (negative) di� erence
densities. Reference plane is the plane containing the atoms. The positions of the atoms are indicated. The contour line levels
have to be multiplied by the scaling factor 0.01 and are given in e a¡3

0 . (a) VWN5 functional; (b) LYP functional; (c) PW91
functional; (d) VWN5-SIE functional; (e) PW91-SIE functional; and ( f ) SIC-VWN5 functional. For de®nition of the di� erence
densities, see table 1 and text.



represent the correct correlation energy density as
de®ned in [32].)

The density of the PW91 correlation functional
depends on the magnitude of both the density and its
gradient. Since the gradient is smaller in the CC bonding
region than in the non-bonded regions between the H
atoms (exponential decay of »…r†) the PW91 correlation
density is accumulated in the non-bonded regions but
depleted in the CC bond region, at the H atoms, and in
the van der Waals region (®gure 5(c)). The density
changes caused by the PW91-SIE partially enhance, par-
tially oppose these e� ects (®gure 5(e)), but changes are
rather small (one third of the changes caused by VWN5-
SIE, table 2) so that the overall pattern of the correla-
tion density caused by PW91-SIC (not shown) is similar
to that caused by PW91. Hence, VWN5 and LYP
increase, PW91 decreases the CC bond density. In all
cases, non-bonded interactions become stronger due to
an increase in the correlation density, while the density
in the van der Waals region is always reduced.

4. The role of the self-interaction error
The Coulomb self-repulsion of the electrons (re¯ected

by the di� erence density described under entry 1 of table
1) removes density out of the space with large ampli-
tudes of the orbitals ’i into the regions with small ampli-
tudes of orbitals ’i, i.e. for molecules from the bond
regions into the non-bonded and van der Waals regions
(®gure 4(c)). HF self-exchange has just the opposite
e� ect, i.e. it transfers density from non-bonded and
van der Waals regions into the bond regions. If at the
DFT level Coulomb self-interaction is larger than
exchange self-interaction in the bond region, which is
always true because the magnitude of total exchange is
relatively small there (see ®gure 4(a) and discussion in
} 3), density is removed arti®cially out of the bond
regions by the resulting X-SIE, thus simulating left±
right correlation and other pair correlation e� ects.
These e� ects are even larger than the exaggerated
description of pair correlation e� ects obtained at the
MP2 level (®gure 2; ®gure 1(a), MP2±HF) because the
former are related to long range rather than just short
range pair correlation.

In passing we note that various authors have pointed
out in the past that DFT exchange covers also non-
dynamic electron correlation e� ects. For example,
Becke [44, 45] emphasized this point when comparing
the delocalized character of the HF exchange hole with
the localized DFT exchange hole attached to the refer-
ence electron. Also, Baerends and coworkers [46±48],
studying exchange potentials and exchange energy den-
sities derived from high level WFT methods, came to the
conclusion that GGA exchange must contain non-
dynamic electron correlation e� ects. GraÈ fenstein et al.

[49] pointed out that for both WFT and DFT methods
exchange can cover non-dynamic electron correlation.
In SIC-DFT investigations of H2 [50] and the H2 ‡ H
reaction system [51] observations have been made that
seem to point in the same direction. In a recent paper by
Handy and Cohen [42] the conclusion was drawn that
exchange and left±right (long range) electron correlation
are entangled and cannot be separated.

Exchange holes tend to be delocalized in molecules, as
was ®rst pointed out by Slater [33, 52] and later empha-
sized by various authors [44±48]. This holds in particular
for the self-exchange, as can be demonstrated in the case
of the H2 molecule, for which exchange is just the one-
electron cancellation term for Coulomb self-interaction
and the exchange hole just the negative of the ¼g orbital
density [53]. Hence, the exchange hole is delocalized
over the whole bond region, independent of the position
of the reference electron, and does not re¯ect any short
range or long range electron correlation e� ects. The
electron density related to the H2 self-exchange hole is
large close to the nuclei (deep exchange hole) and
smaller in the bond region (¯at exchange hole). If the
reference electron moves out into the van der Waals
region, the exchange hole will not follow, but will stay
behind in regions of higher densities.

The DFT exchange hole is by construction localized,
spherically symmetric, depends on the position of the
reference electron, and seems to cover long range (i.e.
non-dynamic) pair correlation e� ects. If the reference
electron with spin ¼ is close to the left nucleus, causing
a concentric DFT hole located at this position, then
there is a relatively large probability of ®nding the
second electron close to the right nucleus, although the
HF and SIC-DFT exchange holes give a low probability
of ®nding the second electron close to the right nucleus.
Hence, the di� erence between the DFT and the SIC-
DFT (HF) exchange holes, namely the SIE part of the
DFT exchange hole, leads to a strongly increased prob-
ability of long range left±right correlation: reference
electron close to the left nucleus, second electron close
to the right nucleus. Another way to describe the role of
the SIE is to consider the fact that DFT imposes a
localized exchange hole whereas the exact exchange
hole is delocalized, re¯ecting details of the electronic
structure. The SIE part annihilates the delocalized struc-
ture of the correct exchange hole to obtain a localized
one, thus introducing long range correlation e� ects.
Since normal long range left±right correlation is a
result of Coulomb interactions for two particles with
equal or opposite spin, and since exchange interactions
and exchange holes have di� erent physical origins, it is
appropriate to say that the SIE part of the DFT
exchange hole mimics (rather than causes) long range
correlation e� ects. The latter are responsible for the
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Figure 6. Contour line diagram of the di� erence electron density distribution ¢»…r† ˆ »…methodI† ¡ »…methodII† of ethene cal-
culated with the cc-pVTZ basis in the experimental geometry. Solid (dashed) contour lines are in regions of positive (negative)
di� erence densities. Reference plane is the plane containing the atoms. The positions of the atoms are indicated. The contour
line levels have to be multiplied by the scaling factor 0.01 and are given in e a¡3

0 . (a) B3LYP±BLYP; (b) SIC-BLYP±BLYP; (c)
SIC-PW91PW91±PW91PW91; (d) SIC-SVWN5±SVWN5; (e) B3LYP±SIC-BLYP; and ( f ) B3PW91±SIC-PW91PW91.



changes in the electron density distribution caused by
the SIE. For example, density is removed from the
bond region and accumulated in the valence regions of
the atoms (see ®gure 6(b), SIC-BLYP±BLYP, this gives
the SIC of B exchange; the corresponding SIE ˆ ¡SIC
is obtained by multiplying the di� erence density of
®gure 6(b) by ¡1).

Clearly, little long range correlation is needed to
describe a closed shell molecule such as ethene, and
therefore the SIE may exaggerate non-dynamic electron
correlation. The SIE of the correlation functionals,
VWN5-SIE and PW91-SIE, partially corrects the arti®-
cial exaggeration of long range pair correlation. The
DFT correlation hole, which is also localized and con-
nected to the reference electron, introduces short range
correlation e� ects that make it possible for the density
to be contracted to regions out of which density is
removed by long range electron correlation simulated
by the X-SIE. For example, density moves from the
non-bonded and van der Waals regions to the bond
regions. However, DFT correlation e� ects are less
than 10% of the exchange e� ects, so that long range
pair correlation e� ects are still exaggerated by the
exchange±correlation functional. The C-SIE enhances
these e� ects, which could be viewed as if the C-SIE
narrows the radius of the correlation hole, thus loca-
lizing it further and compensating for a smaller part
of the long range e� ects of X-SIE. SIC-C functionals
concentrate density to a lesser extent in the bond region,
as is shown, e.g. in ®gure 5( f ) (SIC-VWN5). Clearly the
total e� ect of SIC is dominated by SIC-X: for SIC-
BLYP, SIC-SVWN5 or SIC-PW91PW91 (®gure
6(b¡¡d††, the density is moved back from the non-
bonded and van der Waals regions to the bond
region, thus cancelling somewhat the long range pair
correlation e� ects.

We have observed such e� ects also for the hybrid
functionals (®gure 6(a), B3LYP±BLYP) [11]. For
all molecules investigated the general pattern of the
di� erence density ¢»…B3LYP=BLYP† ˆ »…B3LYP†
¡»…BLYP† is similar to that of the di� erence density

¢»…SIC ¡ XC=XC† ˆ »…SIC ¡ XC† ¡ »…XC† (XC is
BLYP, PW91PW91, SVWN5, ®gure 6(b-d)) where in
general changes caused by the hybrid functional
are smaller than those caused by the corresponding
SIC-XC functional (®gures 6(e), B3LYP±SIC-BLYP;
®gure 6( f ), B3PW91±SIC-PW91PW91).

By their construction, hybrid functionals incorporate
some exact exchange and, by this, a more delocalized
exchange hole that compensates for some of the long
range pair correlation e� ects of the SIE part of the
local exchange hole [38]. Hence, the use of hybrid func-
tionals can be viewed as partially correcting for the SIE
and the associated long range correlation e� ects of stan-

dard exchange functionals in an empirical way. As noted
previously, these corrections remind one of the inclusion
of coupling between n-electron (diagonal) correlation
e� ects at the WFT level of theory [11]. Diagonal correla-
tion e� ects such as 2, 3, 4, . . . ; n-electron correlation
e� ects expand the density (transfer of negative charge
from bonding to non-bonding regions) while the coup-
ling between the diagonal correlation terms reduces the
expansion of the electron density and increases the den-
sity in the bond regions [16±19]. In general, one can say
that the inclusion of higher order electron correlation
(where higher order implies both increase in the
number of correlating electrons and increase in the
number of coupling e� ects) often reduce those e� ects
resulting from low order electron correlation. Both the
hybrid and the SIC-XC functionals mimic these higher
order correlation e� ects. In view of the insight gained in
this work, we can re®ne this picture by saying that
changes at the DFT level of theory are much stronger
because (partial or full) cancellation of long range (non-
dynamic) correlation e� ects implies larger changes in the
density than observed for WFT methods.

There is a substantial di� erence between hybrid and
SIC-XC functionals. The former are calibrated to repro-
duce experimental heats of formation [38]; despite the
admixture of HF exchange, they cover a residual SIE,
which is re¯ected in the di� erence density plots of ®gure
6(e) and ( f ). Correcting for this residual SIE does not
necessarily imply an improvement of molecular proper-
ties calculated with the SIE-free hybrid functional. We
may conclude that the SIC-XC functionals themselves
will not lead to a substantial improvement in calculated
molecular properties, because the exchange±correlation
functionals were optimized in the presence rather than
the absence of the corresponding SIE. Exceptions will be
found in those cases where, as a consequence of the
electronic structure, strongly delocalized exchange
holes are absolutely important. It has been found that
for the case of 1- or 3-electron bonds (radical cations,
etc.), SIC-DFT methods perform considerably better
than standard DFT methods using either GGA or
hybrid functionals [54]. Baerends and coworkers [47]
have given a generalization of these cases and new
exchange functionals based on delocalization indicators
have been developed to account for these situations
without requiring the costly inclusion of an SIE correc-
tion [55].

5. Conclusion
The magnitude of the SIE is di� erent for di� erent

functionals. It is positive and about 13±15% of correct
exchange in the case of the S functional, negative and 1±
2% of correct exchange for the B functional, and posi-
tive and less than 1% for the PW91 functional. The
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impact of the SIE is even larger for the correlations
functionals VWN5 (about 45% of correct correlation)
and PW91 (about 24%), where its value is always nega-
tive, i.e. correlation is exaggerated. This leads in the case
of the SVWN5 functional to some cancellation of the X-
SIE; however, since the latter dominates (electron inter-
actions due to exchange are more than 95% of the total
exchange±correlation interaction energy) the total SIE is
still large. For the GGA functionals the SIE is relatively
small but still signi®cant. The best agreement between
HF exchange and GGA exchange is found for PW91.
The PW91PW91 functional leads to the smallest SIE.

For all the molecules investigated in this work the
exchange functionals mimic e� ects that are actually
reminiscent of pair- and three-electron correlation
e� ects introduced by MP2 and MP4 in WFT. Indeed,
the best agreement between B only and WFT calcula-
tions is found with MP4, and somewhat less with MP2
and CCSD(T). However, clearly left±right correlation
and in±out correlation are exaggerated by B exchange
and even more by S exchange (®gure 2).

The correlation e� ects simulated by the exchange
functionals are a direct consequence of the X-SIE and
they are of long range rather than short range nature as
the comparison with the WFT might suggest. Analysis
of the properties of the exchange hole for exact exchange
(delocalized exchange hole) and for DFT exchange
(localized hole) reveals that the X-SIE compensates for
the delocalized structure of the self-interaction corrected
exchange hole to yield the standard DFT exchange hole
with localized character.

SIC-B densities do not reveal any correlation e� ects
and therefore are closer to densities re¯ecting exact
exchange. Compared with WFT densities they lead to
a typical di� erence density pattern: accumulation in the
bond regions, depletion in the non-bonded and van der
Waals regions. SIC-PW91 and SIC-S lead to similar
density changes.

Most correlation functionals contract the density
towards the bond and valence region, thus taking nega-
tive charge out of the van der Waals region and
improving the description of van der Waals interactions.
The PW91 correlation functional follows largely these
trends, but causes a reduction in density in heavy atom
bonds, which is reminiscent of pair correlation e� ects.

SIC-C functionals such as SIC-VWN5 or SIC-PW91
possess less density in the bond regions and more in the
non-bonded and van der Waals regions, because the C-
SIE is responsible for a substantial part of the electron
contraction observed for C functionals.

Hybrid functionals such as B3LYP increase the con-
traction of the electron density towards the bond
regions. In this way higher order coupling between diag-
onal correlation e� ects is mimicked. The balanced

mixing (achieved by ®tting DFT results to empirical
data) of local and non-local exchange (besides 20±25%
HF exchange) and correlation leads to a strengthening
of heavy atom bonds so that B3LYP mostly gives the
best account of all DFT methods. This is also re¯ected
by the fact that often B3LYP densities are close to
CCSD(T) densities [11].

SIC-XC functionals have a similar impact on the elec-
tron density distribution as hybrid functionals, which
simply re¯ects the fact that the admixture of HF
exchange and the calibration of the hybrid functionals
with experimental data compensates for a large part of
the SIE of standard exchange±correlation functionals.

In view of the results obtained in this work one can
consider hybrid functionals as the poor man’s approach
to SIC-DFT. Routine application of SIC-DFT is far too
costly, because its cost increases with the number of
electrons in a molecule. Also, there is little sense in
carrying out SIC-DFT calculations with standard
exchange±correlation functionals because the latter
were calibrated for DFT methods that included SIEs.
Hence, one has to readjust standard functionals to
SIC-DFT to develop more accurate DFT methods.

Several authors have discussed the related nature of
exchange and long range correlation from di� erent
points of view [42, 44±49]. Handy and Cohen [42] sum-
marized these discussions in the sentence `exchange and
left±right correlation cannot be separated’, although
they have di� erent physical origin. All authors agree
that long range correlation e� ects are mimicked in the
case of DFT by the localized character of the DFT
exchange hole. In the present work, we make one addi-
tional step in the discussion by focusing on the SIE of
DFT exchange and clarifying that this is actually
responsible for the inclusion of non-dynamic electron
correlation into DFT exchange. Work is in progress to
clarify consequences of these ®ndings when investigating
electronic systems with distinct multireference character.
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