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Unified Reaction Valley Approach Mechanism of the Reaction CH + H, — CHs + H
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A unified reaction valley analysis (URVA) is presented to investigate the mechanism of the reaction CH

H, — CH, + H at the UMP2/6-31G(d,p) level of theory. URVA is based on the reaction path Hamiltonian,

the intrinsic reaction coordina® and the characterization of normal modggs), reaction path vectay(s),

and curvature vectac(s) in terms of generalized adiabatic modg&(s) associated with internal parameters

that are used to describe the reaction complex. In addition, URVA combines the investigation of the harmonic
reaction valley with the analysis of attractive and repulsive forces exerted on the nuclei by analyzing the
electron density distributiop(r,s). It is shown that changes is(r,s) reflect changes in the reaction valley

and vice versa. Five reaction phases can be distinguished (reactant, reactant preparation, transition state
(TS), product preparation, and product phase), of which the chemically relevant phases are indicated by small
(reorganization of electron structure) and large curvature peaks (bond breaking or forming). Relatively large
peaks of the adiabatic force constants indicate those positions at which the reaction is accelerated by appropriate
electronic structure changes. Position and height of the curvature peaks in the TS region reflect the energetics
of the reaction and the nature of the TS in the sense of the Hammond postulate: The reaction is exothermic
with an early TS that is shifted bjxs = 0.3 amd’? a4 into the entrance channel.

1. Introduction SCHEME 1

reaction path vector  dx(s)/ds =1n(s)

\ K(s)

reaction path
curvature vector

The investigation of reaction mechanism by theoretical means
is normally done by determining energy, geometry, and other
properties of reactants, products, and transition state (TS)
complex and, then, discussing energetics, geometry changes, reaction
and electronic structure changes by focusing just on the path
stationary points of the potential energy surface (PES) along
the reaction path. A more detailed analysis of reaction

mechanism is possible by using the reaction path Hamiltonian py Konkoli and Creme?-1° In addition, we analyze the forces
(RPH) introduced by Miller, Handy, and Adakend investigat-  exerted on the atoms of the reaction system along the reaction
ing the reaction valley that connects the stationary points path with the help of the electron density distributioft,s).
associated with reactants, TS, and products. In this approachChanges inp(r,s) reflect electronic structure changes, which
the (X — L)-dimensional spacel( number of rotations and  can directly be related to properties of the PES along the reaction
translations), in which the reaction of a molecular SyStem with path as they are given by gradient (forces on the a_toms) and
K atoms is described, is partitioned into a one-dimensional Hessian (force constants). The electron density distribytion
reaction path space along which the translational motion of the (r,s) determines all changes in the geometry of the reaction
reaction system takes place and &((3 L) — 1)-dimensional  complex along the reaction path, which are reflected by its
orthogonal space, in which the transverse vibrations of the girection 7(s) and its curvature vectok(s). Hence, the
reaction system orthogonal to the reaction path movement occur.simultaneous analysis of energy, geometry, electron density
In other words, one distinguishes between the path along thegjstribution, translational mode alorgy and transverse vibra-
valley floor and the shape of the valley in the transverse tional modes leads to a new way of investigating the reaction
directions when following the reaction path from reactants to yajley and the mechanism of the chemical reaction that can take
products. place by following the reaction valley from reactants to products.
Essential for the investigation of reaction path and reaction Since this new approach combines several tools previous]y
valley are the intrinsic reaction coordinates (IR€8)e direction applied in separate studies of chemical reactions or just
of the reaction path given by the reaction path veaj(s) equilibrium structures, we have coined for it the teumified
(Scheme 1), the curvature of the reaction path given by the reaction valley analysis (URVA). The URVA approach
curvature vectok(s) (Scheme Fand the curvature of the valley  represents direct methodecause all needed calculations and
orthogonal to the reaction path given by the force constants the analysis of results are done in one step once reactants,
associated with the generalized normal modigés).! The products, and TS are known.
exchange of energy between reaction path mode and transverse |n this work, we present the theory of URVA and then discuss

vibrational modes can be studied by these quantities as has beefts application to the hydrogenation reaction of the methyl
demonstrated in many investigatiofs. radical:

In this work, we present a new way of investigating the
reaction valley based on the RPH of Miller, Handy, and Adams CHyA,") + H('5,") = CH(A) +HEPS) (1)
and the generalization of the adiabatic mode concept introduced

X(s)

Reaction | has been extensively studied both by experimen-
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presented the most accurate ab initio description of the energeticss described according to eq 6
of reaction | using CCSD(T) in connection with VQAP basis

sets. The dynamics of the reaction was investigated by Ry o oea?
Yamashita and Yamabeat the UHF/4-31G level, by Boatz V(s,Q) = V(s) =5 k. (s) [Q, (9] (6)
and Gordo# as well as Baldrige and co-workéfsit the UHF/ "=

STO-3G level of theory, by Truong at QCISD/6-311G(d\p),
by Truong and Duncan at DFT/6-311G(d!pand by Taketsugu
and Gordon at CASSCF(9,9)/6-31G(dp)all of them using
the RPH. Other investigations of reaction | utilized besides ab
initio also semiempirical or empirical information on the PES.

All investigations concentrated on the TS region, typically coupling elements,,,(s) have to be calculatet. The mass-

i ; i 2
varying the reaction coordinate betvyeen i.z. am.l} a- weighted curvature vectak(s) is defined by eq 7a and its
Because of cost reasons or computational difficulties, none of Euclidean norm by eq 7b

the previous investigations included regionsdbr which van

wherek,9(s) is the generalized normal mode force constant,
Q.%(s) the generalized normal mode coordinate, afg) the
energy profile along the reaction path.

To describe energy transfer along the reaction path, curvature
vectork (s), curvature coupling elemeni; s), and mode-mode

der Waals interactions can be expected and in which the course d2>"<(s)
of the reaction may be determined. We will show in the present k(s = (7a)
work that the investigation of the van der Waals region is indeed s

of importance to understand the mechanism of reaction |.

k() = VRS k(5 (7b)

2. Theor
. Y . By differentiation of eq 2, one obtains eq 8.
Since the theory of the RPH has amply been documented in
the literature,®>here just some necessary definitions are given. 1 [, 80 g\, .89\a
The reaction path used in the RPH approach is the steepest k(s) = @ f(S)@ - @ f(S)@ @ (8)
descent path in mass-weighted coordinatds.is defined by
the line X(s), whereX(s) is a column vector with B mass-  The curvature coupling elemers (s), which represent coef-

weighted Cartesian coordinates In this and the following  ficients of the expansion of the curvature vector in terms of
the tilde indicates mass weighting. The reaction path is given generalized normal mode~§g(s), are defined by eq 9:
parametrically in terms of its arc length defined by the

differential B9 =k(9" 1% 9)
ds’ = dx™ M dx = dx* dx (1) Mode—mode coupling elemen®, ,(s) are given by eq 10:

with M being the diagonal matrix of nuclear masses. The di ¢
direction of the reaction patk(s) is determined by eq 2 B,.(9=1T g+(s)d—" (10)

WV " S

ax(s S
M% =- 9X(s) (2a) Combining eq 10 with eq 4 leads to eq 11 for the medede
S c(s) coupling elements
dx(s dx(s _ X(S a(X(s >
CIFWP: RNV CC) M- o C) NN RS-,
ds ds c(s) c(s) L& 1+

(2b) B, (8) = — (11)

which defines the reaction path vectpfs) identical with the v T D

normalized energy gradient vector in mass-weighted Cartesiantna gerivative ofk9(s) can be calculated according to eq 12
coordinates. The normalization constaxg) is given by eq

33 dk %(s) B

d
o9 = Vg XM g(x(9) = V5 %(9) G%(S) (3) >

To obtain the RPHN,i, = (3K — L) — 1 (nonlinear reaction
complexesN,i, = 3K — 7; linear reaction complexedl,i, =
3K — 6) mass-weighted generalized normal motgf), u =
1, 2, ...,Niip and their associated frequencieg(s) have to be
calculated by diagonalizing the mass-weighted projected force
constant matriX 9(s) given by eq 4

ds, . - < o da
~ 3@ TS = PE) — (I = PO P(S) +

(1 = POSH( - PE) (12)

where the derivative of the project®(s) has been given by
Page and Mclvet.

It has become a common practice to graphically present the
norm of the curvature vectoe(s), and to discuss energy transfer
along the reaction path in terms of the maxima «g§).*

SO0 T Oy — o 2/ T O Maximal values ok(s) indicate those points on the path where
KXS) L ©= Du S e © () energy can flow from the motion along the reaction path into
one of the transverse normal vibrational modes or vice versa
thus decreasing or increasing the reaction rate. The curvature
K99 = (I — P — P(9) (5) _coupling coeffi_cientsu,s_(s) of eq 9 determine how much energy
~ is transferred into (retrieved from) normal molgé(s). Due to

In eq 5, f(s) is the mass-weighted Cartesian coordinate the delocalized character of normal modes, it is difficult to
force constant matrix and— P(s) is a projector onto the (8 identify substituents or molecular fragments, which by their
— L) — 1)-dimensional subspace of normal mode vibrations vibrations are predominantly responsible for energy transfer
orthogonal to the reaction path mote. After generalized from the reaction path mode into vibrational modes (rate
normal modes have been found, a “harmonic” reaction valley reduction) or alternatively can be used to channel external energy

whereK9(s) is defined by eq 5:
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via vibrational modes into the reaction path mode (rate
enhancement). Therefore, it is desirable to express the curvature
coupling coefficients, «(s) of eq 9 in terms of vibrational modes
that can be directly associated with chemically relevant molec-
ular fragments or structural units. Such modes are the adiabatic
internal modes,, which have recently been suggested for the
analysis of vibrational spectra of molecules in their equilibrium
geometry’ In the following, we will present a generalization

of these internal modes for use in connection with the RPH.

2.1 Construction of Generalized Adiabatic Modes &(s).
Adiabatic internal vibrational modes described by the mode
vectora, are elementary vibrational modes associated with an
internal parametel,, used to describe molecular fragmeqf’—1°
For example,a, can be the vector of a stretching mode
associated with the bond lengttAB) of a diatomic fragment
¢(AB) within a molecule. The adiabatic modes are based on a
dynamic principle (leading parameter princif)land are directly
obtained from a modified form of the Euletagrange equa-
tions” They comply with the symmetry of the molecule and
are independent of the choice of the set of internal parameters
&n. Furthermore, they are perfectly suited to characterize normal
vibrational modes (characterization of normal modes (CNM)
approacH)1%in the common language of chemistry that attempts
to express molecular properties in form of internal parameters
&n such as internal coordinateg.

In this work, (localized) internal coordinateg are used as
internal parameters since chemists are familiar with these
coordinates. However, internal coordinatgsepresent just one
possible choice of internal parameteys which in principle
could be linear combinations of internal coordinates often used
to describe rocking, wagging, or torsion of functional groups
(e.g. symmetry-adapted internal coordinates, natural coordi-
nates?! puckering coordinate®,or any other choice of suitable
coordinates). Therefore, in the following we will continue to

speak of internal parameters even though just internal coordi-

nates are used.

In this work, we extend the procedure previously described
for constructing adiabatic modes at equilibrium points of the
PES to points along a reaction path by requiring that the
harmonic part of the energy in eq 6 has to be minimized with
regard to displacements in the K3- L) — 1)-dimensional
vibrational space (rather than theK(3- L)-dimensional space
as originally define@ while relaxing all internal parameters but
one. The internal parameter, which is kept frozen, is called
the leading paramete,.”

Equation 13 gives the conditions for obtaining generalized
adiabatic internal modes9(s):

V(Q,s) = min (13a)
s= const (13b)
En(sQ) = (13c)

where in first order the leading parametgris some linear
function of the normal mode coordinates, i.e. in the limit of
infinitesimal displacements it is defined by eq 14:

Nyib

En(8Q) = ) Dp(9) Q.9 (14)

‘u:

Dn.(s) denotes an element of a Wilson B-type matixthat
connects normal coordinates with internal coordinates. Solving

K, (9)
m,(9)

w,(s) =

Konkoli et al.

(15a)

(15b)

(15¢)

(15d)

whereGn(s) is an element of the Wilso@ matrix. Generalized
adiabatic modes can be transformed from normal mode space
into Cartesian coordinate space according to eq 16

Nyib

@9 = ) (L. @ (9), i=1,.,N (16)

where (,); is component of normal mode vectdl, in Cartesian
coordinates.

Equation 15 indicates that there is no difference in applying
the adiabatic mode concept to an equilibrium geometry or to a
point along a reaction path. In the latter case, the adiabatic
modes are defined in a 38— L) — 1)- rather than a (8 —
L)-dimensional space and all adiabatic properties are a function
of s. Obviously, the adiabatic mode concept and the leading
parameter principle have their strength in the fact that they can
generally be applied to equilibrium geometries as well as any
point on the reaction path. In addition, the extension to points
on ridge paths between reaction valleys is straightforward since
it implies just another constraint besides eq 13b concerning the
direction of the vibrational mode with imaginary frequency.

2.2 Analysis of Curvature Vector and Generalized Normal
Modes in Terms of Generalized Adiabatic Modes g(s). Once
generalized adiabatic modag(s) have been defined, the normal
modes and curvature vector can be analyzed utilizing the
characterization of normal modes (CNM) approach described
previously®10 For this purpose, the amplitud®,s is defined

K®TME %
* JarOMEas

which characterizes the curvature vectofs) in terms of
generalized adiabatic modes associated with internal parameters
used to describe the reaction system. It corresponds to the
A-type amplitude AvAM (with metridV), which was found to
present the best choice for kinetically characterizing normal
modes in terms of adiabatic modes in the case of molecules in
their equilibrium geometriel. Equation 17 ensures thags has

the same dimension &, s and, forl,2 = a9, amplitudeAn

and coefficienB, s are equal. Both curvature vector and normal

17

eq 13, generalized adiabatic internal modes and related forcemodes orthogonal to the reaction path are characterized within

constant.&s), massn¥(s), and frequencw,Xs) are obtained
by egs 15

URPA in terms of generalized adiabatic internal modes;
however, for the latter the A-type amplitude AvAF (metfjc
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is used since for these modes the dynamic characterization is

more important than a kinetic one.

2.3 Analysis of Reaction Path Vectorp(s). Kato and

Morokumd suggested a procedure to analyze the reaction path

vectorn(s) by expressing xfds in terms of basis vectons,(s)

dx(s) 3K-L
——= ) LUy (18)
ds &
with vectorsuy(s) being equal to
U9 =M 'by(9) (19)
andb, being given by eq 20
9G,(X)
(9 =5~ (20)

The coefficientst, of expansion 18 have been used to
characterize the reaction path vecigs). For a nonredundant
set of internal coordinates, they are given by eq 21.:

t(9) = (CT9)(9/c(s) = 74(9)/c(s) (21)

Matrix C contains in its columns vectors,” and yn(s) is a

component of the gradient being expressed in internal coordi-

nates.
We provide here a basis for using eqs-1& by considering
the question (a) whether the choicewfas given in eq 19 is

the best one and (b) whether it is possible to generalize eq 18

under direct consideration of the definition of the reaction path
given by egs 1 and 2.

It is obvious that basis vectots cannot be chosen to be the
adiabatic internal mode vectog? since the latter are con-
structed for the analysis of molecular vibrations in thek((3

L) — 1)-dimensional space orthogonal to the reaction path.

However, basis vectou,, should represent an internal mode
associated with an internal paramefgr(or as a special case
an internal coordinatg,) and a molecular fragment or structural
subunitgn in the same way as vecter? does, and therefore,

J. Phys. Chem. A, Vol. 101, No. 9, 1997745

AG*

A=——"r 25
b,M b, " (3)

SinceAx is to be expressed in terms of basis vectgys

Ax=V,AL, (26)
the final form of Ax resulting from eqgs 24 and 25
M b,(s
n(9) AL 27)

T oM b, (9

reveals that the basis vectatsobtained in this way are identical
to the basis vectora, defined in eq 19 apart from a
proportionality factor given by the denominator of the left side
of eq 27. Hence, vectors, are the internal modes that
characterize the movement along the reaction path and, there-
fore, represent the equivalent to the adiabatic internal modes
for analysis of the transverse normal vibrational modes.
Characterization of the Reaction Path Vect@nce the basis
vectorsu, are defined one could think of characterizing the
reaction path vectog(s) = dx/ds with the help of the PED
analysis?324 However, in view of the disadvantages of the PED
analysis (dependence on the choice of the set of internal
parameters, large frequency uncertainties, symmetry problems)
discussed previousR/° we refrain from applying the PED
analysis. Instead, we generalize the definition of a parameter
set independent amplitudeintroduced in ref 9 to the case of
the reaction path vector

o
Ans= %%m (28)
with
(ab) = S_ZKaiOij by (29)

which by virtue of egs 2 and 19 and the metdc= M can be

the same procedure used for constructing the latter should be,gyritten as

applied to get suitable internal vectars

Extending the leading parameter principle to internal vectors

un, We require that in view of eq As? is minimized under the
constraint that for any arbitrary change Ak, the change of
the internal parametdl,(x) is equal to a constaniZ,*:

[AS(AX)]? = %AX+M AX = min (22a)

AZ(AX) = b, (s)Ax = AL* (22b)
By using the method of Lagrange multipliers according to eq
23

9 11

—_ + — e
IAX ZAX MAX — Ab,(s)Ax| =0

(23)

one obtains
Ax=IM"b, (24)

By inserting eq 24 into eq 22b, the value of the Lagrange
multiplier 4 is given by eq 25:

(@"M'by)?
(@M 'g)(b,"M b))

Ans = (30)

The definition of the amplitude given by eq 30 considers
(besides electronic effects) the kinetic aspect of the translational
motion along the reaction path. Alternatively, one can use as
a metric the unit matrix, and by this consider just electronic
effects, which influence the direction of the reaction path:

o_ (@'b)’
® (g'g)(b,'b,)

Both definitions 30 and 31 (they are related to the amplitudes
AvAM and AvAF used for the CNM of vibrational spectra of
nonreacting molecules at their equilibrib#9) are useful for
the analysis ofy(s) although amplitude 30 should be given
preference. Apart from this, there are other possibilities of
defining amplitudeA, s that differ with regard to the choice of
internal vibrationu, or metricO. For example, fou, one could
useun = ¢, (see ref 7 for definition of vectors,) and forO
one could take the force constant matrix in Cartesian coordi-

(1)
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SCHEME 2
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natesf. However, the choice af, andO given in egs 19 and
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CH3(2A,") + Hy(1xyt) ———————— CH,('A;) + H(ZS)

Energy diagram

Energy [kcal/mol]

Reaction coordinate s [AMU"/2Bohr]

210 4

Figure 1. UMP2/6-31G(d,p) energy as a function of the reaction
coordinates for the reaction Ckl+ H, — CHs + H. The position of

30 are to be preferred since they are directly connected to thethe transition state correspondsste= 0 amu’? ao.

definition of the reaction path vector given in eq 2.

3. Computational Methods

In this work, unrestricted MgllerPlesset perturbation theory
at second order (UMP3)is applied using Pople’s VDEZP basis
set 6-31G(d,p§® As suitable internal parametefsfor describ-
ing the reaction complex, the nonredundant setkf-36 =
12 internal coordinateg, shown in Scheme 2 was used. The
IRC was generated by the method of Gonzales and ScRiegel
with a step size of 0.05 ani ap that was reduced at positions
of avoided modemode crossings to smaller step siZés.
Analytical gradientsg and force constant matricefs were
calculated in the regior3 < s < 3 amud’2a,. For each value
of the reaction coordinats, the reaction path vectoy(s) and
its decomposition in terms of, vectors, the K — 7 generalized
normal moded, 9(s) with associated frequencies,d(s), the
decomposition of,9(s) in terms of generalized adiabatic internal
modesay¥(s), adiabatic force constantg¥(s) associated with
the internal coordinates given in Scheme 2, reaction path
curvaturex(s), and coupling coefficients, s(s) andB,,.(s) were
calculated.

In previous work on reaction I, calculated harmonic normal
mode frequencies,(s) were presented in either an adiabatic
fashion (see, e.g., refs 17, 18, and 20b,c,g,l) identifying avoided
crossings by appropriate symmetry criteria or a diabatic fashion
(see, e.g. refs 13, 16, and 20n). We used the DMO program,
which automatically handles all avoided crossings in a diabatic
fashion and which is described elsewh&eln the case of
reaction I, DMO correctly resolved all avoided crossings as will
be shown in the following discussion.

The electron density distribution(r,s) of the reaction
complex was analyzed by generating along the path contour
line diagrams of the difference density distributiap(r,s)

Ap(r,s) = p(r,s)[reaction complex}-
o(r,s)[procomplex] (32)

as well as the Laplace concentrationsv?p(r,s) and the
difference Laplace concentration

AVPp(r,s) = V2p(r ,9)[reaction complex}-
V2o(r ,9)[procomplex] (33)
Each difference density distribution was calculated by includ-
ing basis set superposition corrections according to the coun-
terpoise metho@® The electron density of the procomplex was
defined according to
p(r,s)[procomplex]= 0.5 p(r,s)[CH4] + p(r,9)[H,] +
p(r,9)[CH,] + p(r.9)[H]} (34)

where for each molecular subunit the geometry was defined by

the geometry it adopts within the reaction complex at psint
Difference density and Laplace concentration were analyzed as
outlined previousl§P using throughout this work UMP2/6-31G-
(d,p) response densities.

All calculations needed for URVA were carried out with the
program ADIA2! which is a multipurpose package for the
analysis of vibrational spectra and the URVA approach. It
contains DMOL and represents a part of the ab initio package
COLOGNE? ADIA also prepares the data for later use in form
of graphical representations. For the UMP2 calculations, the
ab initio package GAUSSIAN94 was us#d.

4. The Unified Reaction Valley Analysis

The analysis of reaction | is presented in 10 figures, which
are automatically generated in the course of a dynamical
investigation with the URVA approach. They are grouped into
four figures that summarize features of the one-dimensional
reaction space (the reaction path following the valley floor) and
six figures that summarize features of th& (3 7)-dimensional

vibrational space (the harmonic reaction valley).

One-dimensional reaction space:

(1) Energy profileE(s) describes the energetics of the reaction
(energy barrier, reaction energy) (Figure 1).

(2) Geometry changes of the reaction complex as a function
of s, which describe the geometries of reactants, TS, and
products, as well as all intermediate points aler(gigure 2).

(3) Analysis of the reaction path vectg(s) considering just
electronic effects or electronic and mass effects at the same time
(Figure 3a,b).

(4) Analysis of the internal forces as a function ©fnd
identification ofs-regions with attraction or repulsion between
atoms (Figure 4).

(3K — 7)-dimensional vibrational space:

(5) Dependence of normal mode frequencies ©m@&and
identification of avoided modemode crossings as well as
reaction path bifurcation points (Figure 5).

(6) Adiabatic force constants (and, optional, adiabatic fre-
guencies) associated with the internal parameters chosen to
describe the reaction as a functionfFigure 6).

(7) Decomposition of particular normal modes in terms of
adiabatic internal modes alorsy(Figure 7).

(8) Reaction path curvaturgs) and its decomposition (a) in
terms of normal mode curvature coupling coefficieBig and
(b) in terms of adiabatic internal mode curvature coupling
amplitudesA,s (Figure 8a,b).

(9) Analysis of particular modemode coupling coefficients
B, as a function of (Figure 9).
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Figure 2. UMP2/6-31G(d,p) geometrical parameters of the reaction complex-€&H given as a function of the reaction coordinate-or a

definition of parameters, compare with Scheme 2. Geometrical parameters of reactants and products are given on the left and right of the diagram.

The position of the transition state corresponds te 0 amu’? ay and is indicated by a vertical line. Inflection poirifof the curves RZ) and

R1(s) are indicated (compare with Figure 14).

Analysis of reaction path vector
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Figure 3. Characterization of the reaction path vecids) in terms

of internal parameter vectors using amplitudes. (a) consideration

of electronic effects; (b) consideration of electronic and mass effects.
For a definition of parameters, compare with Scheme 2. The position
of the transition state correspondsste= 0 amu’? ap and is indicated

by a vertical line.
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Figure 4. Decomposition of the gradient in terms of attractive or
repulsive internal forces. For a definition of parameters, compare with
Scheme 2. The position of the transition state corresponds=td0
amu’? ap and is indicated by a vertical line.
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Figure 5. Diabatic representation of normal mode frequeneig).
Symmetry symbols and numbering of normal modes are given
according to the order of normal modes calculated for the reactants.
The position of the transition state corresponds 90 amu’2 a; and

is given by a vertical line. The value;{s) = 0 indicates the location

of the bifurcation point§= 0.4 ami”? a). Imaginary 1e frequencies
calculated fors > 0.4 amd2 ay are given as negative numbers.

0
€
£ o
8
2 -
8§ 0 0.5 1
Q@ >
e o
3 E
g K
]
=
®
Q
K]
]
< u
25 3

Reaction coordinate s [AMU2Bohr]

Figure 6. Generalized adiabatic force constants associated with internal
parameters described in Scheme 2. The position of the transition state
corresponds ts = 0 amu'’? ap and is indicated by a vertical line. The
insert gives the exact position of the bifurcation poins at 0.4 amd’?

a.

much smaller range af(s= —3 to+3 amu’? a) is considered.

mechanism of energy dissipation between modes (Figure Figures 10 are complemented by Figure 11, which shows

10).

In each of Figures 19, the position of the TS is defined by
a dashed vertical line at= 0; i.e., the noninteracting reactants
CHs; + H; are located a¢ = —o and the noninteracting products
CH4; + H ats = +« where because of calculational reasons a

the electron difference density distributidp(r,s) at selected
points ofs. The results of the analysis &fo(r,s) represent the
link between the investigation of the one- andK(3- 7)-
dimensional part of the harmonic reaction valley and, by this,
lead to an unified analysis of the mechanism of reaction I.
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with Scheme 2. The position of the transition state correspondst® amu’? a, and is indicated by a vertical line.

TABLE 1: Comparison of UMP2/6-31G(d,p) Geometries and Harmonic Frequencies with the Corresponding CCSD(T)/
[5s4p3d/4s3p] and Experimental Value®®

geometry harmonic frequencies
molecule Cn=0n UMP2 CCSD(T) exptl no. symm UMP2 CCSD(T) exptl
H2, Do R1(HH) 0.734 0.741 0.741 w11 log™ 4609 4409 4405
CHg, D3y R3(CH) 1.074 1.076 1.079 W9 10 2¢€ 3441 3307 3161
wsg lay 3243 3125 3002
we 7 1€ 1492 1445 1396
ws 1a" 395 492 606
HsC-+-Hy, Cs, R2(CH) 1.399 1.393 9,10 4de 3355 3229
R1(HH) 0.874 0.897 wsg 2a 3189 3083
R3(CH) 1.080 1.082 w11 3a 1925 1763
B(HCH) 103.6 103.2 we7 3e 1505 1458
w34 2e 1203 1124
ws la 1137 1093
w12 le 572 518
Wi a1 1752i 1500i
CHg, Ty R3(CH) 1.084 1.086 1.086 89,10 2t 3282 3153 3158
w11 la 3135 3037 3137
we7 le 1627 1592 1567
w345 1t 1406 1366 1357

aBond distances in A, angles in deg, frequencies innCCSD(T) and experimental values taken from ref 12. For a definition of geometrical
parameters, see Scheme 2. Frequencies are numbered for the reaction complet,Gharting at the far left of they,(s) diagram of Figure 5.
This numbering is kept for reactants and prod¢iMP2 energies are-1.15766 (H), —40.36986 (CH), —39.69753 (CH), —40.83252 hartree
(HsC--+-HH). ¢ Fundamental (anharmonic) frequencies.

TABLE 2: Analysis of Vibrational, Rotational, and Translational Modes of the Reaction System CH + H, — CH, + H

reactants: Chkl+ H;

transition state

products: GH-H

1 donating mode: rate enhancement mode 11/8 (3d2a,)

by stimulating HH stretch
6 spectator modes
2 rotations of H (a rotation)
2 rotations of CH ( rotations)
1 rotation at CH---H; axis
2 translations of reactants
3 translations of reactants

7 vibrations

1 translation along
5 rotations

5 translations

18 modes

modes 50/5-7, 9-11

modes 3, 4 (2E)

modes 1, 2 (1E)

1 rotation at Chkt+-H, axis
2 rotations at axes perpendicular 0 -Eklaxis
3 translations of reaction complex

Sum of Modes
11 vibrations
1 translation along
3 rotations
3 translations

18 modes

accepting mode: rate enhancement of reverse
reaction by stimulating CH stretch
6 spectator modes
2 spectator modes
2 rotations of £(d. rotations)
1 rotation at Cht+-H axis
2 translations of products
3 translations of products

9 vibrations

1 translation along
3 rotations

5 translations

18 modes

In Table 1, UMP2/6-31G(d,p) energies, geometries, and of Kraka and co-worker¥ Table 2 gives a summary of the
harmonic vibrational frequencies are compared with the avail- generalized CNM analysis, which reveals which normal modes
able experimental data and data from the CCSD(T) investigation are involved in energy transfer (donator/acceptor modes), which
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Figure 8. Decomposition of the reaction path curvatw(e) (thick
solid line) in terms of (a) normal mode-curvature coupling coefficients
B.«(s) (dashed lines) and (b) adiabatic mode-curvature coupling
amplitudesA, «(s) (dashed lines). The curvgs) has been shifted by
0.5 units to more positive values to facilitate the distinction between
k(s), B.s(9), andA,(s). For a definition of parameters, compare with
Scheme 2. The position of the transition state corresponds=td
amu’? gy and is indicated by a vertical line.

modes are not involved in energy transfer (spectator modes),
which vibrational modes are converted into rotational modes,
etc.

In the following, we will discuss each of the 10 steps of the
URVA of reaction | in detail, focusing in particular on the reac-
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profile and the geometry changes along the p&hare central
to the following analysis; however, the investigation of the forces
or the vectorgy(s) and k(s) facilitates this task and leads to
useful insights into the reaction that can be used to enhance the
reaction rate.

Energetics. At UMP2/6-31G(d,p), reaction energy and reac-
tion barrier are calculated to be8.1 and 14.2 kcal/mol (Figure
1), respectively, which have to be compared with the results of
the much more elaborate CCSD(T)/VQZ[3d2f1g/3p2d1f] cal-
culations of Kraka and co-workéfswho obtained—4.0 and
11.8 kcal/molt! The latter energies still exaggerate exother-
micity and barrier of the reaction by 0.9 and 1.8 kcal/mol,
respectively, as becomes obvious from calculated and experi-
mental reaction enthalpy at 300 K-1.5 versus-0.6 kcal/mol)
and the corresponding data for the activation enthalpy at 300
K (12.7 versus 10.% 0.5 kcal/mol). Hence, UMP2 exaggerates
the exothermicity of the reaction by about 4 kcal/mol and the
barrier by 2.4 kcal/mol indicating that the description is
reasonable, however, should not be expected to provide more

tion mechanism, possible ways of rate enhancement by curvaturghan qualitative or semiquantitative insights. In any case, the

coupling, and energy dissipation by me¢mode coupling.
4.1 Analysis of the One-Dimensional Reaction Space-or

UMP2/6-31G(d,p) description is much more reliable than early
UHF/STO-3G%1620dand UHF/4-31&3 investigations of reac-

a chemist, the dependence of energy and geometry on thetion | and, in addition, compares well with QCISDDFT 18

reaction coordinats provides the most important information
on the reaction mechanism. The diagrde(s (Figure 1),R(s),

and CASSCF descriptiotsof .
Geometry. The equilibrium geometry of CklH,, and CH

B(s), etc. (Figure 2) contain many details as, e.g., steepnessare well reproduced at the UMP2/6-31G(d,p) level of theory as

(flatness) or curvature of the PES in the direction of a certain
gn coordinate that dominates the reaction path vegigsy. It

is a common approach to unravel these details by calculating
first and second derivatives and carrying out a fine or hyperfine
analysis of the functionk(s), R(s), etc3* Clearly, the energy

can be seen by comparing the data listed in Table 1. At the
TS, the distance R2(C1H2) is 1.40 A while distance R1(HH) is
only slightly elongated from 0.73 to 0.87 A. The local
symmetry of CH is reduced fromDg, to Cs, as a result of
pyramidalization and increase of the pyramidalization angles



1750 J. Phys. Chem. A, Vol. 101, No. 9, 1997 Konkoli et al.

Figure 11. Electron difference density distributiofp(r,s) obtained at (a} = —3.0, (b)s= —0.5, (c)s= 0, (d)s = 0.3, and (e} = 3.0 amd”?
a. Solid contour lines indicate an increase and dashed contour lines a decrease of electron density relative to the electron density distribution of
the procomplex (see text). UMP2/6-31G(d,p) calculations.

(defined in Scheme 2) from 90 to 104 Figure 2 gives the to the reaction path vector, while the bond angle paramgters
internal parameters RY( R2(s), R3(s), andj3(s) as functions andy lead to much smaller but significant contributions. This
of the reaction coordinate Largest changes are observed for is reasonable insofar as breaking of the HH bond (described by
R2(s) (before and slightly after the TS), Rl ((after the TS), R1) and formation of the CH bond (described by R2) are
and 5(s) (before and after the TS), while R§(describing accompanied by small changes in the angles and an overall
changes in the bond lengths CH4, CH5, and CH6 does not varry,change in the electronic structure of the reaction complex.
which indicates that these bonds are “spectator bonds” that doWhen mass effects are included in the analysig(sf (kinetic
not participate in the reaction. analysis according to eq 30), contributions from angle param-
Of particular interest are those regionssafi which the “actor eters become vanishing small (Figure 3b), leaving as important
bond” R1 (R2) starts to leave (to adopt) its previous (new) reaction parameters only R1 and R2 which asymptotically
equilibrium value. In these regions, the largest curvature of describe the separation of H from @k — +o) and H from
the functions Rif) (—0.2 < s < 0.3 amid’2 ag) and R2§) (0.5 CHs (s — —). The ratio of contributions from R1 and R2
< s < 0.7 amd”? ag) is encountered, which indicates that the and the appearance of maximal contributions from either R1 or
corresponding bond is beginning to break (R1) or finishing its R2 close to the TS are interesting features of Figure 3a,b, which
formation (R2). This can be more clearly seen in the curvature we will discuss in connection with the analysis of the reaction
diagram of Figure 8. There are also a number of fine variations path curvaturec(s).
in R1(s) and R2§) (changes in gradient and curvature), which Internal Forces. At the three stationary points along the
are difficult to discuss on the basis of Figure 2 but nevertheless reaction path, all internal forces have to be zero, which according
indicate important electronic structure changes. They can beto Figure 4 is fulfilled for the reactants {~ —) and products
made visible when analyzing(s) and k(s). in their equilibrium geometriess(— +) as well as the TSs(
Reaction Path Vector.When electronic effects on the = 0). In all other regions along the reaction path, the internal
direction ofy(s) are considered according to eq 31 (Figure 3a), forces adopt either positive values indicating atestom
parameters R1 and R2 represent the most important contributiongepulsion or negative values indicating ateatom attraction.
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Again, the largest forces are associated with R1 and R2, smallerin connection with the description of energy transfer and energy
forces withf3, and negligible forces with R3, thus confirming dissipation but also for the understanding of features of the PES
the differentiation between actor and spectator bonds. along the reaction path as well as changes in the geometry of

Figure 4 reveals that interaction forces between H2 and H3 the reaction complex. This becomes in particular clear when
(parameter R1) before and after the TS are always repulsivecomparing Figures 2 (geometry) and 3 (characterizatiay(9)
with maximal values as = +0.5. On the other hand, inter- ~ With Figure 8 (characterization of(s)) or Figures 1 (energy
actions between atoms C1 and H2 (parameter R2) are both repulprofile) and 4 (forces) with Figure 6 (adiabatic force constants).
sive (maxima as = —0.5 ands = 0.8 ami’2 ap) and attractive Normal Mode Frequencies.Trends in the normal mode
(minimum ats= 0.3 am&2ay). The changes of the interacting frequencies have been investigated by several authors
forces along the reaction path shown in Figure 4 can be beforg3.16-18.20bcalnand, therefore, should only briefly con-
explained with the help of the difference density distributions sidered here. The ordering of normal modes is done utilizing
Ap(r,s) at selected values afshown in Figure 11. the symmetry of theCs,-symmetrical reaction complex and
When the reacting molecules approach each other (Figurenumbering modes from large to small according to the order
1la,s = —3 amud’? ag), the dominant interaction is exchange they have in the entrance channel of the reaction (Figure 5, Table
(overlap) repulsion that leads to a depletion of electron density 1). As mentioned in section 3, the diabatic mode ordering
in the region between the molecules as indicated by a negative(DMO) method® used for the generation of the curves(s)
Ap(r) distribution (dashed lines in Figure 11a). Exchange shown in Figure 5 automatically resolves all avoided crossings
repulsion increases with decreasing distance betweeya@l  between modes of identical symmetry by reducing the step size
H,, and as a consequence, electron density is pushed from then the vicinity of the avoided crossing point. For example, at
front side of H2 to the back of H3; i.e. the HH bond starts to S = —0.3 amud/? & there is an avoided crossing between the
become polarized (Figure 11b,= —0.5 amd’2 ay). This is 3a- and 2a-symmetrical mode (modes 11 and 8, Figure 5).
the point at which induction forces caused by the buildup of Since mode-mode interactions are strongly localized at this
negative charge at C1 and the induced*H2H3%~ dipole point (weak interactions), the curveg(s) approach each other
moment begin to compensate part of the exchange repulsion.rather closely before they depart again. As a consequence, the
Figure 11c gives the situation of the TS, at which attractive Step size has to be reduced to 0.01 &y to get a correct
induction forces and repulsive exchange forces exactly com- description of this region. The avoided crossings at 0.35
pensate each other. At this point, polarization of the HH bond (modes 5 and 8) and 0.7 affle, (modes 8 and 11) involving
has proceeded to a point that a significant amount of electron &-Symmetrical modes are less problematic in this respect since
density begins to flow out of the bond region; i.e. the breaking mode-mode interactions are more delocalized (stronger) and
of the HH bond has started (compare with Figure 2 and the the avoided crossings are resolved at a larger step size.
upward curving of RX)). At the same time, the negative charge Clearly, the combinationii/wg (w11 before, wg after the
at C is polarized into the direction of H2, which represents the avoided crossing) possesses the largest changes in the TS region
positive end of the HH bond dipole. (Figure 5), and therefore, it must be related to the HH and CH
At s = 0.3 amd’? a (Figure 11d), the positive difference  stretching modes associated with coordinates R1 and R2. This
electron density fills the space between C1 and H2 while a has been observed and discussed by other authdfs Also,
region of negative difference electron density appears betweenit has been pointed out that,(s) for the degenerate 2e modes
H2 and H3. At this point, the HH bond dipole moment adopts ~ (no. 3 and 4) becomes imaginary for 0.4 amd&’ & (indicated
its largest value and inductive attraction between C1 and H2 is in Figure 5 by negatives,(s) values) because of a bifurcation
at its maximum (according to a minimum of the R2 force, Figure point ats = 0.4 amd/? ay. This bifurcation point is actually a
4). For larger values o electron density at H2 increases again, trifurcation point since the reaction valley splits at this point
the value of the HH dipole moment and with it inductive attrac- into three separated reaction valleys accompanied by a reduction
tion decrease, and at the same time exchange repulsion betweeff the symmetry of the reaction complex frd@a, to Cs (atom
H2 and C1 increase toward a maximumsat 0.8 amd’2 a. H3 moves first toward the bisector of angle H2C1H4, H2C1H5,
In this region the formation of the new C1H2 bond is finished, or H2C1H6 and later to one of the three faces of methane on
and charge distribution between C1 and H2 rapidly approachesthe C1H2 side because exchange repulsion is smaller in these
the normal situation of a CH bond in GHFigure 4e). directions). Since the path chosen in this work conse@sgs
The changes in the R1 force curve can similarly be investi- Symmetry, it follows the energy ridge separating the reaction
gated with the help of thep(r) distribution considering the ~ Valleys. However, the energy differences between ridge path
reverse reaction. The induction forces between H atom andand valley paths are so small that the description obtained for
CH, are considerably smaller than those betweerahti CH, the ridge path is largely valid for the valley paths.
and therefore, just a balance between attractive and repulsive Adiabatic Force ConstantsSince force constants directly
forces is reached at the TS without leading to a dominance of reflect properties of the electronic structure of a molecule while
attractive force contributions (negative force values) for R1. the corresponding frequencies also cover mass effects, we
The Ap(r) distributions of Figure 11 also explain why the concentrate in the following just on the former. By construction,

internal force associated with pyramidalization angfesre the generalized adiabatic force constak{¥s) = ki[gn](s)
slightly negative fors < 0 before they reach a repulsion @ssociated with internal parametefis= qn that are used to
maximum ats = 0.5. Upon approach of Hthe planar Cll describe the reaction complex cover two different effects:
radical starts to pyramidalize and pyramidalization incregses (a) First, they describe the curvature of the reaction valley,

thus avoiding most of the exchange repulsion between H i.€. the curvature of the PES in thi 3- 7 directions transverse
molecule and the H atoms of the GFadical. Beyond the TS  to the reaction path;
the increase of the pyramidalization angle becomes slower while  (b) Second, they are influenced by the projection of the
exchange repulsion with decreasing C1,H2 distance rapidly vibrational modes from (8 — L)-dimensional space to (K3—
increases, thus causing a maximum in the force curve for L)-1)-dimensional space.

4.2 Analysis of the Reaction Valley. The investigation of The projector | —P(s) projects onto the (8 — L) —
the (X — 7)-dimensional vibrational space is not only important 1)-dimensional space spanned by the normal modes, which are
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\ width of the adiabatic force constant peak at the TS indicates
i 3K-7 space how fast the reaction system adjusts to this change.
U Anaananas Projection While the peak ok R2] at the TS_ is what one expects, the
1o occurrence of a second, equally high, but much broader peak
PN ats = —2.2 amid’2 g (beginning ats = —2.9 and ending as
Q L large k,[qy] ; L L :
small k,[qy] B = —1.5) is rather unexpected considering that in this region
a2 v there is no local minimum of the PES (Figure 1). However,
Q@ vooR thek[R2] peak in the entrance channel indicates the “prepara-
Y oa v tion” of the reacting molecules for the reaction. Bor —2.5
‘ X amu? a, one cannot speak of a reaction or a reaction coordinate
A since the approach parameter is arbitrarily fixed by assuming a
to certain symmetry and configuration for the reacting system.
- > g Vibrational motions are localized within the subunits of the
n o reaction system and any relative motion is constrained to be
- direction of just translational or rotational. At the firk{{R2] peak, the local
reaction path ;
~ symmetry, the geometry, and the electronic structure of one (or
) ) ) v both) reactant(s) change. The reaction coordinate becomes
Figure 12. Schematic representation of reaction path space and the yominated by the R2 internal coordinate that keeps this role up

orthogonal space of the transverse normal modes for a hypothetical : . ;
two-dimensional problem. Cartesian coordinates are denoteddiyd to the TS (Figure 3), \.Nher.e it changes to become the internal
parameter of a new vibrational mode.

X, internal coordinates by andqy, gradient byg, reaction path vector

kA 1

by 5, the normal mode vectors byand the adiabatic mode vector by In the region of the firsk[R2] peak, the geometry of GH
a. The projection needed to obtain adiabatic force constajdg and changes from a planar (lod@k, symmetry) to a pyramidal form
ki g2] is indicated by dotted lines. (local Cs, symmetry) under the impact of the approaching H

molecule. This is accompanied by a major electronic change
orthogonal to the reaction path vector. One can consider theinvolving the transformation of a pure-radical to ac-radical
(3K — L) — 1)-dimensional vibrational space as a (hyper)- as is indicated by the relatively large height of the R2 force
plane, the normal vector of which is the reaction path vector. constant maximum (Figure 6). The reaction path vector is
The internal coordinates associated with the internal vibrational dominated by R2 and an increasifigcomponent (Figure 3)
modes are not located in this plane (Figure 12). If the direction wherep is the pyramidalization angle (Scheme 2).
of an internal vibrational mode vector (in K3— L)-space) The width of the R2 peak & = —2.2 amid? g indicates
associated with an internal coordinate is more or less orthogonalthat pyramidalization contrary to bond cleavage is a slow
to the direction of the vectog(s) (gz in Figure 12), then its process. This can easily be understood considering the fact that
projection onto the (8 — L) — 1)-dimensional subspace will at a distance of 22.5 A (Figure 2) between the reacting
not change the corresponding generalized adiabatic forcemolecules interactions are moderate and only slowly increase

constantk? significantly, and therefore, the value kf will with decreasing value R2.

be similar to that calculated for an equilibrium geometry. Another important feature of Figure 6 is the functional depen-
However, if the direction of an internal mode vector largely dence of the generalized adiabatic force constant associated with

coincides with the direction of the reaction path veaj(s) (g the two bending angles (Sche/rzne 1). The value d&f[a] be-

in Figure 12), then projection onto theK3- 7)-dimensional ~ COMeSs negative & = 0.4 amu'? a, which is the location of

subspace will lead to a large generalized adiabatic force constanthe bifurcation point. Both constarkg5] andki[y] are sensi-
kg, which clearly exceeds the values found for equilibrium tive to reaction path bifurcation as can be seen by tt‘ze wiggle
geometries. In this way, contributions from a and b determine In the ki(s) curves (inset in Figure 6). Far> 0.4 amd’? a,

the actual value of the generalized adiabatic force constants (sedh€ Path follows the energy ridge between three reaction valleys,
Figure 12). for which the partitioning of the space into one-dimensional

. . L . and (X — 7)-dimensional orthogonal subspace is still useful.
In particular with regard to the latter situation, the generalized Since the PES is relatively flat in the direction of internal

adiabatic force constants are sensitive tools that reveal changes arameters. it does not pav off to start a new IRC path at the
of the PES and in particular of the reaction path valley that are b ’ hay P

directly related to changes in the electronic structure of the bifurcation point to follow one of the new valleys. ‘All gener-
Y 9 . alized adiabatic modes but that farand R1 remain basically
reaction complex and, therefore, are of chemical relevance.

) i ) . unchanged by walking either along the ridge or one of the
Figure 6 presents the calculated generalized adiabatic forcevalleys. Fork{R1], there is a small peak at= 0.6 amd2 ag,

constants for reaction I. Apart from the values of the generalized \hjch would probably become larger if walking along a valley;

adiabatic force constant associated with distance R2 in thepgwever, this is of no practical relevance. It corresponds to a

entrance channel of the reactidglR2] > 10 mdyn/A), all other  gelayed reorganization of the electronic structure of, @htler

those of equilibrium geometries. Hende[R2] is the force  gevelop at a typical H,H van der Waals distance of 2.4 A.
constant that provides insight into the features of the PES and  pecomposition of Normal Modes in Terms of Adiabatic

the direction of the reaction valley. Close to the KgR2] Internal Modes. To describe normal modes in terms of adiabatic
possesses a maximum of about 26 mdyn/A before it drops to ajnternal modes, the amplitudi, (s) is defined
value typical of a CH bond in CH The maximum as = 0

amu'2 ag indicates that (in the forward direction) the R2 mode, (1 (9" F@© an(s))z
which up to this point is basically a translational mode (see A9 = " £ " 35)
Figure 3), becomes a vibrational mode associated with a strong ' (19" F(9) 1,(s)(ar(9)" F(9) ax(s))

reorganization of electronic structure and the establishment of
a CH bond. This is parallel to a R2 maximum in the In Figure 7, as an example the;3aode (mode 11) is analyzed.
decomposition of the reaction path vecigs) (Figure 3). The Fors < —0.2 amd2 ay, the 3a mode is a typical HH stretching
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mode that becomes fer> 0.7 amid2ay a CH stretching mode.  complex. In the range-2.5 < s < —0.2, the curvature
At s= —2.2 amd” ay, there is a large contribution of the R2  coefficientA[R2] decreases from small positive to small negative
internal stretching mode identifying that point of the reaction values (Figure 8b). In this regiom(s) is dominated by R2
path where the Ckradical changes its geometry and electronic while the magnitude okjR2] (Figure 6) remains relatively
structure and, thereby, “couples” via the R2 motion to the large, thus indicating that a translational mode is going to be
approaching bimolecule. Hence, the maximum of the adiabatic converted into a vibrational mode. This conversion starts close
force constant associated with R2 results from mode 11 andto the TS where another maximum kgR2] is encountered
the coupling of the HH and CH stretching modes. and the R2 component of the reaction path vector starts to
The two avoided crossings at= —0.3 ands = 0.7 amd/2 increase to a maximum: The CH bond begins to be formed,
ap are responsible for the sudden changes in the decompositiorand at the same time a R1 peak«() (peakx2) is encountered
of mode 11 at these points (Figure 7) and explain why mode ats = —0.05 améf? ap, which means that the HH bond starts
11 first corresponds to the HH stretching mode (internal to break (Figure 8b). It is important to note that HH bond
coordinate R1), then to the CH stretching mode of a spectator breaking and CH bond forming are not independent of each
bond (R3, previously mode 8), and, finally, to the streching other as is clearly revealed by the characterizatior(sf in
mode of the newly formed CH bond (R2). Complementary terms of adiabatic components: The positive R1 contribution
changes can be found in the decomposition of mode 8. Fort0«2 is accompanied by a negative but much smaller R2 contri-
example, as = 0.4 the HH stretching contribution to mode 8 bution, which can be interpreted as indication that the reaction
becomes very small and the R2 stretching motion increases tosystem resists a further decrease in R2 needed for the formation
a maximum at = 0.55. This is exactly the region where the of the CH bond. Actually, this resistance precedes the p2ak
HH bond is broken and the CH bond formed. The decomposi- Once the HH bond starts to breadR2] becomes also larger.
tion of a delocalized normal mode in terms of localized adiabatic ~ From the second to the third curvature maximuns at 0.6
modes unravels how the character of the normal mode changesamu“2 a, (peak«3), the R2 and R1 amplitude%,s exchange
during the course of the reaction. In this way, the correlation their role; i.e., the R2 amplitude becomes dominant and positive
between reactant and product modes becomes straightforwardwhile the R1 amplitude is relatively small and negative. Peak
Reaction Path Curature. The reaction path curvaturgs) «3 identifies the point where the CH bond-forming process is
is shown in Figure 8a as a function af As found by other  basically finished if the reaction GHt H; is considered; for
authorsi>2 there are two distinct peaks ofs) in the TS region the reverse reaction GH+ H, it is the point where the C1H2
ats = —0.1 and 0.7 ami® ay (peaksk2 and«3), which are bond starts to be broken accompanied by the resistance of the
associated with mode 11/8 (i.e. 11 before and 8 after the avoidedelectronic structure to form as a new bond the HH bond
crossing as = —0.3) and to some smaller extend with modes associated with R1. This interpretation is supported by the fact
5 and 8/11 as the decomposition &) in terms of normal  that ats = 0.6 amd’? a; the R2 amplitude ofy(s) drops from
mode contributions reveals. If energy is stored in mode 11/8, a large value to a zero value (Figure 3).
it will be channeled into the reaction path mode and lead to  If one considers the changes i(s) (Figure 8b) parallel to
rate acceleration. Dissipation of energy into mode 8/11 is small those ing(s) (Figure 4) andky(s) (Figure 6), a clear picture of

since the avoided crossing between modes 11 and &at8.3 the HH bond-breaking and CH bond-forming process emerges:
amu? a is strongly localized and, therefore, the exchange of These processes occur in the region of the curvature peaks
energy rather limited. and«3 (0.1 < s < 0.6) as indicated by maxima or minima of

In the case of reaction 1, it is easy to determine the nature of the amplitudes associated with the internal parameters R1 and
modes 11 and 8 and, in this way, to relate the peaks of the R2 describing these bonds, by the maxima of the R2 and R1
curvature vector with the corresponding changes in electronic amplitudes of the reaction path vector, and the TS maximum
structure. However, in general this way of analysis is difficult, of force constank[R2] (and a smaller one d{R1]).
and therefore, we introduce a new way of analyzi(g) that is Mode—Mode Coupling. In Figure 9, the coupling coefficient
based on a decomposition of the curvature vector in terms of B,, for the a-symmetrical modes 11 and 8 is plotted as a
generalized adiabatic internal modes described in section 2function of the reaction coordinats. There are distinct
(Figure 8b). Using this decomposition efs), properties of  couplings at the positions of the two avoided crossings. In line
the reaction path curvature, in particular those not found in with the discussion in connection with the curvegs) (Figure

previous work32% will be discussed in detail. 5), interactions between the twg modes are relatively weak
There is a small curvature maximumsat —2.5 (peakel, and localized (narrow peak) at= —0.3 amd’? ay (Figure 9)
Figure 8), which starts to develop-aR.9 and drops out at1.5, while they are stronger and more delocalized (broad peak) at

i.e. exactly in that range where the maximum of the generalized = 0.7 ami’2 ay (Figure 9).
adiabatic force constant associated with R2 is found. The  Sijgnificant mode-mode coupling leads to energy dissipation
maximum in the curvature is dominated by a negative adiabatic from one vibrational mode to the other where dissipation is more
R2 component, which means that curvature vector and adiabaticeffective when the modes interact for a larger rangs\aflues
mode vector are collinear but point in opposite directions (the interaction is more delocalized). This will be of importance
indicating that the reaction system resists a shortening of theif one tries to enhance the reaction rate by channeling energy
R2 distance since this implies pyramidalization of £HOnce into vibrational mode 11/8 (e.g. by tuning a laser onto the
the pyramidalization of Chiis initiated and attractive induction  frequencyw; of the reactants; Table 1) that couples with the
forces start to develop (see Figure 11 and discussion of forces) reaction mode as revealed by the reaction path curvaisje
the R2 adiabatic mode vector rotates into the direction of the (Figure 8a). Part of this energy will be dissipated into
curvature vectok(s) (ats > —2.2 amd’? a). vibrational mode 8/11 (Figure 5) because of the 8,11-coupling
Within a relatively short range«2.5 < s < —2.1 amd” ats= —0.3 amd’?a,. However, since the coupling is strongly
ag), the first step of CH pyramidalization is accomplished localized, energy dissipation will be small so that rate enhance-
accompanied by an accelerated decrease of R2 (Figure 14)mentis still effective. This is different for the reverse reaction.
However, further decrease of R2 requires stronger pyramidal- Energy stored in mode 11/8 (the CH stretching mode) is largely
ization and a polarization of Hvhich is resisted by the reaction  dissipated because of the strong (delocalized) modede
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coupling at 0.3 (modes 5 and 8) and, also, the one at 0.#amu magnitude of the electronic structure change represented by a
a (modes 8 and 11) where the latter has a smaller effect in given internal coordinate.

view of a relatively smalBg11= 1.5 amu2 ;1 (Figure 9). The TS region is not centered at the location of the TS but
Using the adiabatic mode decomposition, it can easily be displaced according to the energetics of reaction | (Figure 1).
checked what changes of the reaction complex have to be donerhe displacement of the TS region can be discussed considering
to prevent unwanted energy dissipation. For example, substitu-the Hammond postulate, which suggests that for an exothermic
tion by deuterium reduces energy dissipation considerably, andreaction the TS has properties closer to those of the reactants
therefore, energy channeled into mode 11 strongly enhancesrather than those of the products (“early TS"). This implies
the reaction rate. that at the TS the strong electronic changes that take place during

Mode-Mode Coupling Pattern.While diagrams oB,,,(s) a reaction are just initiated as confirmed by the curvature vector
like the one shown in Figure 9 provide detailed insight into (s) and the reaction path vectgts). The midpoint of the TS
possible modemode couplings along the reaction path, a region is located as = 0.3 amid’2 a indicated by the crossing
generation of all possibl&, ,(s) diagrams for larger reaction  of the R1 and R2 amplitude af(s) (Figure 8b). This means
systems becomes prohibitive. Therefore, Figure 10 is used tothat the position of the TS is shifted lys = —0.3 amid’2 &g
give an overview over the total modenode coupling pattern.  relative to the center of the TS region into the entrance channel.
In Figure 10, the largest (absolute) valueRy,(s) is shown Hence, the early character of the TS can quantitatively be
for each combination of normal modgsandl, given on the  specified utilizing the characterization of curvature and reaction
abcissa in the order-21, 3—1, 3-2, 4-1, etc. Forreactionl,  path vector in terms of internal modes as done by URVA.
there are just two couplings that are of interest, namely the  a|so relevant in connection with the Hammond postulate is
coupling between the laand 2a-symmetrical modes (modes  the hejght of curvature peak® and«3 in the TS region. One
5and 8Bsg=12.2amu'?a;!) ats=0.3 amd?apand the  c4iq speculate that the height reflects the strength of the HH
one ats = 0.7 amd’ g between modes 8 (Zaand 11 (38 bond being broken and the CH bond being formed. However,
(Figure 9). Clearly, the strongest energy dissipation will involve s is only indirectly true as becomes obvious from a number
modes 5 and 8, which is of relevance for the reverse reaction. ¢ investigations carried out with URVA The height of the
All other mode-mode couplings (shown in the insert of Figure  cryature peaks simply indicates the resistance of the reaction
10) are smaller than 0.05 am? &~ and, therefore, play a  system to carry out the electronic structure changes associated
minor role in energy dissipation. with bond breaking or bond forming. Obviously, HH bond

) ) ) ) breakage in the forward reaction is much easier than CH bond

5. Discussion of the Reaction Mechanism breakage in the reverse reaction, which is directly related to

Although the TS is energetically the most important point of the fact that mutual polarization ofnd CH is much easier
the reaction, mechanistically it is not since it represents just (Peakkl ats = —2.5 amd’? ag) than mutual polarization of
one point in the range of the curvature peaks (Figure 8) CHasand H (no extra curvature peak in the exit channel).
associated with HH bond breaking and CH bond forming.  The fact that the height of the R2 curvature peak is almost
Mechanistically, it is better to speak ofransition state region twice as large as that of the R1 curvature peak in the TS region
rather than a TS point since the whole region between the directly reveals the stiffness of the reaction complex with regard
curvature peaks is mechanistically relevant. Using the diagram to the necessary electronic structure changes and, accordingly,
of «(s) shown in Figure 8, one can distinguish between five is related to energy barriers (Figure 1) of 14 kcal/mol in the
different regions, which correspond to different phases of the forward reaction but 22 kcal/mol in the reverse reaction. In
reaction and different types of the electronic structure of the other words, the ratio of the heights of the curvature paaks
reaction complex: and «3 together with the position of the TS in the TS region

(1) Reactant regior(to the left of curvature peakl ats = directly reveals the exothermic nature of the reaction and the
—2.5 am#? ag; R2 > 2.5 A): very weak interactions between nature of the TS as an early TS shifted by 0.3 &fay into
reactants without any chemical relevance; the reactants possesthe entrance channel.
electronic structures that basically correspond to those of the The van der Waals region on the product siffinalization
equilibrium geometries. region) seems to be missing as a consequence of the consider-

(2) Van der Waals region on reactant sid&reparation able stiffness of the reaction complex to electronic structure
region” between curvature peak$ and«2; see Figure 8): the  changes in the reverse reaction. Preparation of the CH
reactants prepare for the reaction under the impact of increasingmolecule for the reaction with H implies its distortion from local

interactions; pyramidalization of GHand polarization of Kl Tq symmetry to localCs, symmetry due to interactions with

occurs. the incoming H atom. Such a process actually exists although
(3) Transition state regiorfbetween curvature peak and it occurs rather close to the R2 curvature peak in the region

«3; see Figure 8): bonds are broken or formed. betweens = 1.5 and 0.8 am? ay. In this region, a shoulder
(4) Van der Waals region on the product si¢féinalization of the R2 curvature peak exists, which is associated with the

region” for the forward or “preparation” region for the reverse R1 andB adiabatic modes (Figure 8b). The HCH anglstarts
reaction): the products prepare for the reverse reaction underto decrease from 1090 some smaller value, which means that
the impact of increasing interactions. This region is poorly locally CH; adopts C;, symmetry. Decomposition of the

developed for reaction 1. reaction path vector reveals that R1 starts to gain importance
(5) Product region(to the right of curvature peai3 for s > ats = 1.5 until it increases very rapidly at= 0.7 amd”? a.

2 amd2 ag; R1 > 2 A). very weak interactions between The analysis ok(s) in terms of generalized adiabatic modes

products without any chemical relevance. indicates that there is indeedan der Waals region on the

In general, it will be easy to identify the TS region even if product sidealthough it is not very pronounced and limited to
this is strongly displaced from the actual TS. The TS region is a rather small region & This is in line with the fact that CiH
characterized by bond-breaking and bond-forming processes andis much more difficult to distortypa H atom than Cklby Ha.
therefore, characterized by large curvature peaks where one carfror the reaction Ck+ H, the incoming reaction partner H has
imply that the magnitude of a curvature peak is related to the to come as close as possible which leads right away to CH bond
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Figure 13. Characterization of the 1e (a and b) and 2e symmetric modes (c and d) in terms of generalized adiabatic modes. For a definition of
parameters, compare with Scheme 2. The position of the transition state corresperd©tamu’? ag and is indicated by a vertical line.

breakage. Apart from this, it has to be considered that the with the help of the reaction path curvatwf(s) so that features
investigation of thevan der Waals region on the product side can be seen that are difficult to see in Figure 2. The function
is carried out from some distant position on the energy ridge R2(s) can be dissected in five different phases in which the
between the three reaction valleys to the right of the bifurcation reduction of the distance R2 to a CH bond length of ,G$1
point so that a small but distinct curvature peak in this region accelerated or slowed down. The inflection points, andis
might be lost. of R2(s) (Figures 2 and 14) are the centers of the acceleration
Characterization of all normal modes in terms of generalized and slowing down regions. They are easily determined by the
adiabatic modes also leads to an identification of those vibra- positions of A, &[R2] = A,JR2] = 0 (Figure 8b), while the
tional modes which are converted into rotations or translations. borders of these regions are given by the curvature pebks
Table 2 gives a summary of all results, which reveal that in the «2, andk3 (Figures 8 and 14). In the reactant regier<(—2.5
course of the reaction two rotations of €Bind two rotations amu2 ag), the reaction complex resists a decrease of R2 because
of H, are converted into the 1e and 2e vibrations of the reaction this increases exchange repulsion between the reactants and an
complex, of which the 1e vibrations become rotations of,CH increase of the total energy. At curvature pedk(s = —2.5),
Figure 13 gives the characterization of the 1e and 2e modes inpyramidalization of CH starts (see alsg in Figure 2), which
terms of generalized adiabatic modes, which provide the basiswithin a short range{2.5 < s < —2.1) leads to some significant
of the analysis. The 1e modes obtain increagingharacter changes in the electronic structure due to the conversion of a
for decreasing, while thea contribution decreases to zero for 7- to a o-radical. This is accompanied by an accelerated
stoward—o. The angleg describe the rotation of Gt the decrease of R2 (increase Af<[R2]) and the first coupling of
two axes perpendicular to ti@ axis of the CH---H, complex. the R2 coordinate with the reaction coordinate as revealed by
For increasing (to the right of the TS), the character of the 1e a large value ok [R2] at —2.2 amd? a,.
modes is totally determined by tecomponent also describing Once pyramidalization has been initiated, any further decrease
rotation of CH, at the two axes perpendicular to t8g axis of of R2 has to be supported by polarization of H2 and additional
the CH:+-H, complex. In the case of degenerate modes 2e, pyramidalization of CH, which is difficult due to an increase
o-rotations of a noninteracting H(strongly negatives) are in exchange repulsion (maximum of the R2 forcesat —0.5
converted intgs bending vibrations of Cki(strongly positive amu“2ap). Accordingly, the decrease of R2 is slowed down in
s) as can be seen by inspection of Figure 13. Hence, thethe region—2.1 < s < —0.2 accompanied by a decrease of the
adiabatic mode analysis provides an exact account of vibrational,amplitude A, &[R2], which reaches its minimum at= —0.2
rotational, and translational modes during the reaction. (Figure 14). Hence, the preparation region is characterized by
If one considers just the energy profile of Figure 1 and the a short initialization region of pyramidalization (indicated by
geometry diagram of Figure 2, reaction | has a rather simple the maximum ofkR2]: first coupling of R2 with reaction
mechanism characterized just by a simultaneous breaking ofcoordinate) and a broad pyramidalizatigoolarization region
the HH and forming of the CH bond. However, in Figures 1 characterized by the repulsive maximum in the R2 force.
and 2 details are hidden that can be unravelled by URVA. This  Once the HH bond starts to split, there is another acceleration
is made transparent in Figure 14 for the changes in R2 asphase of R2{0.2 < s < 0.65) to form the CH bond mainly
described by R}, which are amplified in a schematic way due to the inductive attraction between £&hd H (R2 force
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Figure 14. Schematic representations of details of the curvesR{own in Figure 2. Inflection pointig and the curvature of Rg(are indicated

and used to differentiate between regions of acceleration and slowing down of the reduction of R2 to the CH bond lengtiPosi@bhss (in

amu’? ap) are taken from the curvature diagram (Figure 8b), the adiabatic force constant diagram (Figure 6), the reaction path vector analysis
(Figure 3), and the diagram of the forces (Figure 4). See text.

is zero at TS and becomes negative for largerThe second in the electron density distribution, and its associated Laplace
coupling between R2 and reaction coordinate occurs as indicatedconcentration. Essential for the analysis ob(r,s) is that
by the maximum ok;[R2] at the TS and the maximum of the response densities are used with proper corrections for basis
R2 component ofy(s) (Figure 14). The inclusion of the R2  set superposition errors and that a general reference density
force into the discussion is justified because the reaction pathdistribution is defined that makes it possible to calculate the
vectorz(s) is dominated by R2 up to the poiat= 0.4 ami’? difference density\p(r,s). Difference density distribution and
a. Beyond this point, the R1 component dominates, and Laplace concentration (not discussed here) provide direct insight
therefore, the R1 force has to be considered. into exchange repulsion and inductive attraction between
Figure 14 clearly demonstrates tlygp€s) (Figure 2),5(s)[an] reacting molecules.
(Figure 3), ana(s)[an] (Figure 8) are closely related in the sense  The strength of the URVA approach is that different proper-
that the latter quantities provide the fine and hyperfine analysis ties such as energies, geometries, internal forces, electron density
of the geometry changes accompanying the reaction (Figure 2).distribution, vibrational modes, reaction path vector, or curvature
Different phases in the changesapfcan be distinguished that  vector are analyzed using one and the same set of internal
are centered at the positions of maximal change in the adiabaticparameters that is chosen to comply with the language of
force constant and the internal force associated gith The chemists (e.g. by using internal coordinates as internal param-
latter are related to the energy profile and the changes in theeters). URVA is a direct method, which means that all needed
electron density distribution (Figure 11) so that a complete calculations are done in one step once reactant, product, and

picture of the reaction mechanism emerges. TS energies and geometries are determined.
. URVA has been applied to the hydrogenation reaction of the
6. Conclusions methyl radical leading to a number of important conclusions

In this work, we have presented the URVA as a new unified concerning the mechanism of this reaction, which were previ-
method to investigate reaction mechanism. URVA is based on Ously not determined.
the concept of the RPH and the concept of a generalized (1) Five different phases of the reaction can be distinguished:
characterization of normal modes (CNM) described previ- (&) reactant phase, (b) van der Waals phase on the reactant side,
ously®® In particular, it combines the analysis of properties preparation phase, (c) TS phase, (d) van der Waals phase on
that were previously only separately or not at all investigated the product side, finalization phase, and (e) product phase.
in connection with the RPH approach: (2) The TS region is limited by large curvature peaks that

(a) Characterization of normalibrational modes, reaction  are typical of bond formation or bond cleavage. In the case of
path vector g(s), and cupature vector k(s) in terms of reaction I, the TS region stretches fraw —0.2 tos = 0.65
generalized adiabatic modes associated with internal parametersamu’? ag; i.e. the center of the TS region does not coincide
Zn (or internal coordinates g used to describe the reaction with the position of the TS. The latter is shifted g = 0.3
complex. Essential for this description is the derivation of a amu’? ay into the entrance channel of reaction | indicative of
generalized amplitudé,, (s) (related to coupling coefficients  an early TS.

B.s(S) andB,,.(9)) for n(s) andk(s), which is independent of (3) By the relative heights and the positions of the curvature
the composition of the internal parameter set and complies with peaks in the TS region, the diagrang$) reveals that reaction
the symmetry of the reaction complex. | is exothermic and that an early TS is encountered. Hence,

(b) An analysis of electronic structure changes in dependence the contents of the Hammond postulate can be quantified by
of s in terms of attractie and repulsie internal forces, changes  investigation of the diagrama(s).
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is not formed since exchange repulsion is always larger than 1179. (b) Allara, D. L.; Shaw, R]. Phys. Chem. Ref. Date98Q 9, 523.
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(5) The van der Waals phase splits into a small region, in S.;Yang, H.; Qin, Z.; Lissianski, V.; Gardiner, W. €.Phys. Chenr1995
which pyramidalization of planar CHs initializ n laraer 99, 15925. (f) Rabinowitz, M. J.; Sutherland, J. W.; Patterson, P. M.; Klemm,
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region, in which additional pyramidalization and polarization chem kinet199q 22, 21.
of both CH; and H accompany a decrease of the distance R2  (12) Kraka, E.; Gauss, J.; Cremer, . Chem. Phys1993 99, 5306
between the reactants. In these regions, the reactants ar@nd feferencesh_C'ted therein. o o
prepared for the reaction (preparation region), which requires 7(1‘% Yamashita, K.; Yamabe, Tat. J. Quantum Chem., Sympog3
energy since exchange repulsion reaches a maximum (indicated1 '(14) Schatz, G. C.; Wagner, A. F.; Dunning, T.HPhys. Chenl.984
by the force connected with R2). After the maximum, inductive 88,(22)1. ; A A

i i 15) Boatz, J. A.; Gordon, M. Sl. Phys. Chem1989 93, 5774.
i’;lttractlgn comp_ens_ates ﬁxchange_repulsmn more and more and (16) Baldridge, K. K.: Gordon. M. S.: Steckler. R.: Truhlar, D. &.
eads the reaction into the TS reglon. . Phys. Chem1989 93, 5107.

(6) There are two “acceleration phases” along the reaction (17) Truong, T. N.J. Chem. Phys1994 100, 8014.

i i i (18) Truong, T. N.; Duncan, W. J. Chem. Phys1994 101, 7408.
path, in whl_ch the appro_ach between the reactants is support_ed (19) Taketsugu, T.: Gordon, M. 3. Ghem. Physl996 104 2834
by appropriate electronic structure changes. One of them is 50 () Tachibana, A.; Hori, K.; Asai, Y.; Yamabe, T.: Fukui, K.
located at the beginning of the reactant preparation phase andrHEOCHEM1985 123 267. (b) Steckler, R.; Dykema, K. J.; Brown, F.
corresponds to the initialization of pyramidalization, while the 5-73 ?g;:o(dgvf- Ch T_IEUhSwtlf' B- G;eV_?_'er}:?'Chb ]'J-G%T]em- ';fr‘]ysigg;’

: f f . f . (C) Josepn, |.; Steckler, R.; Truniar, D. em. A A
other is at the beginning of the TS region and corresponds 10 g7’ 7035" (d) Garrett, B. C.: Redmon, M. J.; Steckler, R.. Truhlar, D. G.:
the start of HH bond cleavage. Acceleration of the approach Baidridge, K. K.; Bartol, D.; Schmidt, M. W.; Gordon, M. $.Phys. Chem.
between the reactants leads to a coupling of the approach param1988 92, 1476. (e) Sironi, M.; Cooper, D. L.; Gerratt, J.; Raimondi, M.

eter R2 with the reaction coordinate, which is indicated by large
maxima in the generalized adiabatic force conskgiR2].

(7) The product preparation region is indicated in the diagram
k(s) by just a shoulder in the CH bond formation peak. This is

due to two reasons: (a) an approaching H atom does not caus

typical van der Waals changes in the electronic structure of CH

at distances larger than 1.5 A since its polarizing capacity is

too small; (b) a bifurcation point &= 0.4 amd? ay hinders

an exact investigation of the exit channel of the reaction.
Application of URVA to more complicated reactions has
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(24) (a) Pulay, P.; Tk, F. Acta Chim. Hung.1966 47, 273. (b)

shown already that the mechanistic features found for reaction eresztury, G.: Jalsovszky, G. Mol. Struct.1971 10, 304.
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