
Jourrud of ~o~ec~~ar Structure ~Theoc~m), 234 (1991) 95-126 
EIsevier Science Pubbshers B.V., Amsterdam 

95 

Determination and use of response densities 

Elfi Kraka, Jiirgen Gauss1 and Dieter Creme3 

Theoretical Chemistry, University of GSeborg, Kemigiirden 3, S-41296 Gliteborg (Sweden) 

(Received 2 September 1990) 

Abstract 

One-electron properties of molecules can be cakulated either as an expectation vaIue of the 
corresponding one-electron operator or as the response of the molecule with regard to a pertur- 
bation that leads to the property in question. Advantages of the later approach are discussed and 
general ways to calcuIate response properties for Meller-Plesset perturbation (MPn) and qua- 
dratic CI (QCI) methods are given. Response properties (electron density distribution, atomic 
charges, dipole moments, quadrupole momenta) of 20 small molecules have been calculated by 
ninedifferent methodsusingthe 6-31G(d,p) and6-311G(2d,2p) (or MC311G(2d,2p) for second 
row atoms) basis set. For some test cases, it is shown that correlation corrections to response 
properties oscillate depending on the method and basis set. MPn values of the response properties 
have not converged for n = 4 and probably also not for n = 5 or 6. This is concluded from an analysis 
of QCI results in terms of MP perturbation theory. 

INTRODUCTION 

Quantum mechanically, a one-electron property is defined as the expecta- 
tion value of the correspon~ng one-electron operator 6 

(6)=(@~6}@) (11 

However, this approach leads to ambiguities for those ab initio methods for 
which a well-defined wave function does not exist. Many electron correlation 
methods such as the various Msller-Plesset (MP) perturbation approaches 
(MPZ, MP3, MP4) [l-5], CI with size-consistency corrections [6], CEPA 
[7], CPF [ES], and the recently developed QCI methods [9,10] belong to this 
class. In these cases, it is appropria~ to calculate a one-electron property by 
determining the response of a molecular state 1 Go) under the impact of a 
perturbation L that is responsible for the molecular property [ 11-131. The 
molecular energy E: in the presence of a perturbation is determined as the ex- 
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pectation value of the operator 8+ J.&I where a is the unperturbed Hamilto- 
nian and fix is the perturbation operator corresponding to 1. The energy E 
becomes a function of the perturbation I and, therefore, can be expanded for 
small /z in the power series given by 

=E, +M, + ( 1/2),12E2 + (1/6)X%, + . . . (2) 
Applying the Hellmann-Feynman theorem leads to 

=El (3) 

which shows that the one-electron property can be evaluated either as a deriv- 
ative of E with regard to 1 or as an expectation value. However, the equivalence 
of the two approaches only holds if the Hellmann-Feynman theorem is ful- 
filled. For many correlation methods, e.g. for CI and coupled cluster (CC) 
methods, this is not true and therefore the derivative and the expectation value 
approaches lead to different values of the one-electron property in question. 
In these cases, it is advantageous to use the derivative approach, which is more 
closely related to experiment, where properties are determined by measuring 
the response of a molecule with regard to an external pe~~bation. Also, the 
derivative approach preserves the continuity of the potential energy surface 
E(L) with regard to 1. In the expectation value approach, however, there exists 
no clear relationship between the energy surface E(I) and the molecular 
property. 

When ;Z represents a static electric field .9, then the perturbed Hamiltonian 
is given by A+ 9 P and the corresponding one-electron property is the molec- 
ular dipole moment j8 

=- EL (4) 

i.e. p is the first-order response property of a molecule with regard to an exter- 
nal static electric field. For SCF wave functions, both approaches lead to the 
same result and therefore f~ is normally calculated as the expectation value of 
i. For most correlation methods, however, the energy derivative E, is not equal 
to the expectation value of i: and an evaluation of p via energy derivatives is 
preferred. 

Other one-electron properties (higher multipole moments such as quadru- 
pole and octopole moments, electric field gradients, magnetic moments, elec- 
tron densities, spin densities, etc.) can be defined in the same way as p. For 
example, the total electron density p(r,) at a point rP is the response of the 
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molecule to the perturbation I that corresponds to the one-electron operator 
&r, - r ), which is the Dirac delta operator. By using the Hellmann-Feynman 
theorem, one gets 

=& =p(r,) (5) 
When p is expanded in terms of basis unctions used to calculate energy and 
wave function, eqn. (6) is obtained. 

dE(3,)ldi21,=,=C,,P~X,(r,)Xv(rp) (6) 

where P E is the response density matrix [ 11-131. In the case of an SCF wave 
function PRes is identical with the SCF density matrix. For correlation meth- 
ods without a well-defined wave function, eqns. (5) and (6) provide, for the 
first time, a rigorous de~~tion of electron density distribution p ( r ) and den- 
sity matrix P. But even if the density matrix can be calculated via the expec- 
tation value approach and is not identical with the response density matrix as, 
for example, in the case of CI methods, PRes seems to us the better choice and 
should therefore be used in general when analyzing correlated wave functions. 
In addition to correlation effects, the response density also includes those ef- 
fects that are due to orbital relaxation caused by the perturbation 1. The latter 
effects are calculated when solving the coupled perturbed Hartree-Fock 
(CPHF) equations [ 141. 

For correlation methods, PRes can be expressed as a sum of the SCF density 
matrix and the correlation corrections pcor 
pFks=pSCF+pCor (7) 

Pcor provides a useful tool when analyzing correlation effects in molecules. 
With the definition of PRes, any one-electron property can be written as 

O=~(A)/Q.U I ,I=;0 

= C,“P$ <x/l I QIX” > (8) 
thus leading to a computationally straightforward procedure for calculating 
one-electron properties. For example, the three components of the dipole mo- 
ment are given as a contraction of the elements of PRes with the appropriate 
dipole moment integrals calculated in the space of the basis unctions. 

dE(~)/dE I si=o = -in 
= CpvPE (x, 16, Ixv) with a==w (9) 

In geometry optimizations with correlation methods, the response density is 
needed to evaluate the forces on the nuclei. Hence, PRes is routinely obtained 
at no extra cost once the optimized geometry has been determined [ ll-13,15 ]. 
This we will show in the following section where we derive a general expression 
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for the analytical energy gradient for MP and quadratic CI (QCI) methods 
[ 16-181. 

ANALYTICAL ENERGY GRADIENTS FOR MP METHODS 

The MP2 energy can be written as [ 21 

E(MP2) = (1/4)&C,,q(ij&) (tilW> (19) 

where a (ij,ub) denotes the first-order correction to the HF wave function 

(tillob) 
o(ij,oW=e,+e, ~ _-E (11) 

I ~-a b 

and the double bar integral is defined as 

Wllrs) =Sj&*(W,*(2) Irl -r2 I -‘MIMs@) -~AWA2) ldvh (12) 

Note that i, j, k, I, etc. refer to occupied, a, b, c, d, etc. to virtual, andp, q, r, s, 
etc. to general orbitals. The energy gradient is given by [ 161 

U(MP2)/d= (1/2)CijC,,a(i,j,ub)(ijllab)~ 

- (1/2)CiikCabu(ij,ab)E~~u(~~‘j,ab)+ (1/2)CijC,b,u(~,ub)E~,u(ij,cb) (13) 
with 

(i,i]luz+ c ~ycrpC~iC,jC,Cpba(~UVII~~)/an+C,[u~i(Cjllab> +Ej(iCIIab) 1 

+~k~~~~(ijll~~>+~~b~ijll~~~l-~~/~~~k~~L_ki~~~ll~>+~~j~~~ll~~l 

- (1/2)~,[S~a<till~~) +‘?b<tillac) 1 (14) 

In eqn. ( 13)) the U&, are used to expand &,/an in terms of the unperturbed 
coefficients c,, 

(15) 

The perturbed orbitals are orthonormal and, hence, eqn. (16) holds. 

u;,+s;,+u+o (16) 

with 

%l=c ..c,(as,,ian)c,, (17) 

In order to avoid problems in case of degeneracies or near degeneracies of or- 
bital energies, it is convienent to set [ 191 

u; = - (1/2)S$ (16) 



u;, = - (1/2)Si* 

The derivatives of the Lagrangian multipliers ep4 are given by 

~~~==F~~,;I,‘+C,C~U;Z~A~~~~-(~I~)C~~S~A,,,-(~/~)S~~((~,+E,) 
with 

A p*rs = owls> + <Pllv-) 
and 

=C,,c,[ah,,ia~+C,C,c,c,,a(~allvp)ian~c~, 
Introducing [ 17,181 

T:2?,=(1/2)CijC,sa(ij,ab)c,ic”jc,c,b 

L$” =CjC.bo(G,d) <pjllab> + Cj&f”‘ApGk+ CJCJ’)Apiab 
L ~~“‘=CijCba(~,ab)(~ll~b> 

KJ2’ = - (1/2)C,C.,a(ik,ab)aO’k,ab) 

R$‘) = (1/2)CijC,a(y,ac)a(~,bc) 

the energy gradient can be written as 
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(19) 

(20) 

(21) 

(22) 

(23) 

(24) 

(25) 

(26) 

(27) 

- (1/2)CijS~[L~~” + (Ei +Ej)~~“‘] + C,F~~‘K~~” 

- (1/2)~,,SL-,bKz2) + (E, + E~)K$‘)] + CabF :;‘K$2’ (28) 
The unknown Uta can be eliminated using eqn. ( 16)) thus leading to 

~~~i[U~i~(i2’+U~~L:b(2’]=~~~iU~i[~(i2’-L~2’]-~C,~iSL_LL:h(2’ (29) 

Furthermore, the unknown U”,i can be eliminated with the aid of the z-vector 
method of Handy and Schaefer [ 201 

Cb&[&jai+ (ca- Ci)SijS&]Z, = (Lh(i’) -C~‘2’) (30) 
leading to 

C~Ci(~~2’-L~~2’)U~i=C~CjB~~‘Z~j (31) 
Using eqns. (29) and (31) and transforming all terms from the MO to the A0 
representation, the MP2 energy gradient can be written 

a(MP2)/&= Cpvop T:2?,,a(~viic++ian+ 

C&?P:2? + C/,&y W:“? (32) 
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with 

p(2) 
w = &wugN~ -(1/2)CiC,z,i(c~c,i+C,iC,,) 

{ 

Kij p=i, q=j 
Nc2)= 

w 
K& p=a, q=b 

0 otherwise 

W$ =CpqcppccVqM~) + (1/2)CiC,Z,iEi(C~=Cyi +CyiCvct) 

(33) 

(34) 

+ ( l/2 ) C ijk CaCpiCvjZatA/z~ (35) 

i 

-(1/2)[Lb+(ci+~j)Kb] p=i,q=j 

A$;’ = -(1/2)[L~~++(t,+~~)K~~] p=a,q=b 
- (1/2)LG p=i, q=a (36) 

- (1/2)L:I, p=a, q=i 

Equation (32) reveals that the MP2 energy gradient depends on the deriv- 
atives of the two-electron integrals, the one-electron integrals (since F I$) de- 
pends on the derivatives of the core hamiltonian and those of the two-electron 
part), and the overlap integrals, all expressed in terms of basis functions. The 
factors T F&, , Pjl2?, and IV:“? do not depend on the perturbation ;1 and there- 
fore contain no derivatives. They can be calculated using the orbital energies, 
coefficients of the HF wave function, the components of the z-vector and cer- 
tain double bar integrals. Note that T (2) is not needed to calculate response 
densities or any other response property. 

The equations that determine P$$), T ri&, , and W Fj can be generalized for 
use at higher order of MP perturbation theory with the aid of the four quan- 
tities Lb, L&, K b, KEb that determine Mpq and NpT Also, the formulas can be 
extended to QCI theory [ 211 as will be shown elsewhere [ 221. It is possible to 
write the expression for the analytical MPn and QCI energy gradient in the 
following way [ 221. 

dE(Method)/di2=C,,,T~~~thod’a(IUv)IOp)/dlZ+C~,,Fj;Z)P~~hod) 

+ C,“SL;” w $ythod) (37) 

In eqn. (37)) P,, represents a generalized density matrix, namely the response 
density matrix. Similarly, Tpuop can be regarded as a two-particle density ma- 
trix and W,, as generalized energy weighted density matrix. 

Using 

P (Method) _ 
w -Cpq~~cC,qN~~~~~‘-(1/2)CiCaZai(~~cC,i+C~iC,,) (38) 

and the z-vector method, it is possible to calculate the response density matrix 
at little extra cost once E (Method) has been calculated at the MPn or QCI level 
of theory. If, however, a geometry optimization is performed, then the response 
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density matrix is automatically calculated at no extra cost, as is revealed by 
eqn. (37). 

The response density matrix can be analyzed in various ways. One can dia- 
gonalize PRes to get natural orbitals and their occupation numbers. Also, one 
can use the response density matrix directly to carry out a Mulliken population 
analysis [23] or to investigate the response density distribution with a topo- 
logical analysis or with the virial partitioning method [ 241. Correlation effects 
might be investigated and visualized by calculating PcO* = P Res - P SCF. The 
Mulliken population analysis of Pcor reveals the changes in orbital populations 
due to correlation corrections. It is straightforward to discuss these changes in 
terms of left-right, in-out, and angular correlation effects. 

In the following section, we present response properties calculated with eqns. 
(8) and (38) attheMPn (n=2,3,4) [2-5],CCD [25],QCISD,andQCISD(T) 
level of theory [ 91. 

RESULTS 

Response properties of 20 molecules are investigated at nine different levels 
of theory using the ab initio program COLOGNE [ 261. Two basis sets have 
been employed, namely the 6-31G (d,p) [27] and 6-311G (2d,2p) [28(a) ] 
((12s9p2d) [621111,52111,11] abbreviated as MC-311G(2d) for second row 
atoms [ 28 (b) ] ) basis sets that are of VDZ + P and VTZ + 2P quality. These 
basis sets are used in routine investigations and it is therefore of interest to see 
how accurate response properties calculated with the 6-31G(d,p) and 6- 
311G(2d,2p) (or MC-311G(2d,2p)) basis set are. 

In Table 1, some results for carbon monoxide are summarized. Response 
properties of CO, in particular its dipole moment, are sensitive to both basis 
set and correlation effects and therefore CO has been used in many investiga- 
tions as an appropriate test molecule [ 29-311. Calculated response electron 
density distributions and difference response electron density distributions for 
CO are shown in Figs. l-7. The computed atomic charges and the molecular 
dipole moment of CO are analyzed in Figs. 8 and 9. Figure 10 gives a section of 
the dipole moment curve of CO calculated at various levels of theory. 

In Table 2, response properties (atomic charges, dipole moments, and quad- 
rupole moments) of various small molecules calculated at MP2 geometries 
with the 6-31G (d,p) basis are summarized. A similar set of data obtained with 
the 6-311G (2d,2p) or MC-311G (2d,2p) basis is given in Table 3. 

We will analyze in the next section the results obtained for CO in some 
detail. 

INVESTIGATION OF THE RESPONSE PROPERTIES OF CARBON MONOXIDE 

In Fig. 1, the difference electron density distribution dp( r)-*(MP2) = 
p(r)““(MPB) -p(r)HF of CO is given in the form of a contour line diagram 
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Fig. 1. Contour line diagram of the difference electron density ~tribution am-(~PZ) = 
~(r)~(MP2)-roof COc~cuIa~d~th the6~3llG(2d) basis. Solid (dashed) contour lines 
are iu regions of positive (negative) difference densities. The positions of the C and the 0 nucleus 
are indicated. In this and the following figures, contour levels of lo-‘, 0.66X lo-‘, 0.33 X lo-‘, 
10ms, 0.66 x 10b3, 0.33 X 10m3, etc. e/i3 have been used. 

where p ( r ) res (MP2 ) is the response density distribution calculated at the MP2 
level with the 6-311G(Zd) basis andp(r)HF is the corresponding HF density 
~st~bution obtained for the same geometry with the same basis set, i.e. 
dp (I)=* (MP2) gives the correlation corrections determined at the MP2 level. 
As noted above, the easiest way to determine dp(r)“(MP2) is to calculate 
Pcor and the corresponding changes in the natural orbitals. Solid (dashed) 
contour lines are in regions of positive (negative) difference densities. 

Obviously, correlation corrections at the MP2 level lead to a transfer of neg- 
ative charge from the oxygen atom to the carbon atom. According to Mulliken 
population values, the atomic charge of the 0 (C ) atom decreases (increases) 
by 60% relative to the HF value. This means that, at the HF level, the polarity 
of the CO bond is largely overestimated, leading to relatively large errors in 
atomic charges and dipole moment of CO. The latter changes its sign due to 
correlation corrections by -0.5 Debye (see Fig. 10). Since the MP2 value of 
the CO bond length, R (CO), is longer than its HF value (Table 1) , there is 
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TABLE 1 

Calculated bond length, atomic charge, and dipole moment of carbon monoxide” 

Method R(CO) 4(C) 

Basis: 6-31G(d) 
HF 
MP2 
MP3 
MMDQ) 
MP4(SDQ) 
MP4(SDTQ) 
CCD 
QCISD 
QCISD(T) 

Basis: 6-311 G(2d) 
HF 
MP2 
MP3 
MWDQ) 
MP4(SDQ) 
MP4 (SDTQ) 
CCD 
QCISD 
QCISD (T) 

Exptl. 1.128 (145)b -0.112 

1.114 268 0.265 
1.150 137 -0.192 
1.134 182 0.020 
1.146 173 0.003 
1.146 171 -0.017 
1.158 158 - 0.088 
1.138 177 0.019 
1.145 177 0.011 
1.148 171 -0.016 

1.103 232 0.122 
1.136 93 - 0.306 
1.120 139 -0.120 
1.124 128 -0.133 
1.131 124 -0.155 
1.144 110 -0.237 
1.124 133 -0.119 
1.129 130 -0.130 
1.134 123 -0.164 

“CO bond length in A, atomic charge in melectron, dipole moment, p, in Debye. 
bDerived from calculated R, q, and ,U values using the equation: p = a [ qR (CO) ] + b. 

also a geometry effect of 0.1 Debye that influences the MP2 dipole moment. 
Thus, the actual MP2 correlation correction is - 0.4 Debye (Table 1). 

This basic failure of HF theory is well known and has been documented in 
the case of the CO molecule many times [ 29-321. Figure 1 reveals more details 
of the correlation correction of the electron density distribution at the MP2 
level. The charge transfer from 0 to C predominantly takes place in the space 
of the n-electrons and is connected with left-right correlation of x-electrons. 
In addition to the transfer of rc-electrons from 0 to C, there seems to be also a 
transfer of electronic charge from C to 0 taking place both in the inner valence 
region and in the outer regions that are primarily described by the polarization 
functions (see Fig. 1). In both cases, the charge transfer seems to involve o 
orbitals. 

A detailed analysis of the MP2 correlation corrections of the orbital popu- 
lations reveals that the transfer of IC charges decreases the atomic charge of 0 
by 61% (0.162 e), but increases the atomic charge of C by 68% (0.179 e). The 
difference is due to changes in the cr populations involving s, po, and d basis 
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functions. For example, a-charge at C is transferred from the inner to the outer 
valence region due to in-out correlation. Some of this charge may also be trans- 
ferred to the x-orbitals as a result of angular correlation. Alternatively, the 
increase of negative charge in the a-orbitals at C may stem from the outer 
a-region of 0 (combination of left-right and angular correlation), which is 
depopulated relative to the charge distribution obtained at the HF level. In 
total, the charge distribution at 0 decreases and contracts while that at C in- 
creases and expands (Fig. 1). Since the 0 nucleus is deshielded, it can bind 
some diffuse charge in the lone pair region that seems to be lost by the C atom 
(Fig. 1) . According to Mulliken population values, there is a transfer of 0.014 
e from the d basis functions at C to those at 0. 

Clearly, left-right correlation dominates correlation corrections at the MP2 
level and, therefore, a characteristic lengthening of the CO bond length is cal- 
culated at this level of theory (Table 1). Less important, but substantial, are 
angular and in-out correlations. 

Similar correlation corrections to the electron density distribution are found 
at all levels of theory performed in this work, i.e. at the MP3, MP4(DQ), 

C 0 
Fig. 2. Contour line diagram of the difference electron density distribution LQ(~)~(MPI) = 
p(r)““(MP3) -p(r)“(MP2) of CO calculated with the 6-311G(2d) basis. Solid (dashed) con- 
tour lines are in regions of positive (negative) difference densities. The positions of the C and the 
0 nucleus are indicated. 
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MP4 (SDQ), MP4 (SDTQ), CCD, QCISD, and QCISD (T) levels. Qualita- 
tively, there are no differences in the corresponding response densities, which 
means that MP2 already leads to the most important correlation corrections. 
In order to find out about the different correlation effects covered by the var- 
ious methods, difference response density plots have to be investigated. 

In Figure 2, the difference response electron density dpres(MP3) = 
p”” (MP3) -p”” (MP2) is shown. It reveals that the MP3 correlation correc- 
tions decrease MP2 effects, i.e. the MP3 response density distribution is be- 
tween the MP2 and the HF electron density distribution. Changes at the MP3 
level relative to those calculated at MP2 comprise a A electron transfer from C 
to 0, transfer of 0 electrons from outer valence functions to inner valence 
functions at C and vice versa at 0 as well as changes in the diffuse charge 
distribution in the lone pair regions of C and 0. These changes lead to an 
increase of the CO bond polarity and increased atomic charges relative to MP2. 
The MP3 value of the CO dipole moment is about the average of the HF and 
MP2 dipole moments and, thereby, it comes close to the experimental value 
(see Table 1). This, of course, is due to a fortuitous cancellation of errors. 

C 0 

Fig. 3. Contour line diagram of the difference electron density distribution 
Ap(r)“(MP4(SDQ))=p(r)“‘(MP41SDQ))-p(r)”(MP3) of CO calculated with the 
6-311G(2d) basis. Solid (dashed) contour lines are in figions of positive (negative) difference 
densities. The positions of the C and the 0 nucleus are indicated. 
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Clearly, at MP3 the correlation effects of the double excitations are reduced 
relative to those calculated at the MP2 level. As has been outlined before, this 
is due to the fact that, at MP3, coupling between double excitations is intro- 
duced and therefore correlation between two electrons is no longer indepen- 
dent of the correlation of the other electron pairs. At MP2, only the interac- 
tions of the double excitations with the ground state wave function is calculated 
and, as a consequence, electron pair correlation is overestimated. 

In Figure 3, the difference response density L@‘~ (MP4 (SDQ) ) = 
p”” (MP4 (SDQ) ) -p”( MP3) is given. Its general features are similar to those 
of Ap’” (MP2) (Fig. 1 ), which means that MP4 (SDQ) correlation corrections 
are in the same direction as MP2 correlation corrections. As a consequence, 
correlation corrections to charges, dipole moment, and other molecular prop- 
erties are larger than those calculated at the MP3 level of theory. However, 
they are still smaller than those calculated at the MP2 level as is reflected 
by Fig. 4, which shows the difference response density 
p”” (MP4 (SDQ) ) -p” (MP2). Again, the pattern of changes is very similar 
to that obtained at the MP3 level. Obviously, corrections due to single, double 

C 0 

Fig. 4. Contour line diagram of the difference electron density distribution 
p(r)w(MP4(SDQ)) -p(r)m(MP2) of CO calculated with the 6-311G(2d) basis. Solid (dashed) 
contour lines are in regions of positive (negative) difference densities. The positions of the C and 
the 0 nucleus are indicated. 
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and quadruple excitations at the MP4 level are between those obtained at the 
MP2 and the MP3 level. 

Figure 5 shows the changes in the response density ~stribution that are due 
to triple excitations at the MP4 level of theory. They enhance those effects 
that result from S, D, and Q excitations at MP4, i.e. they increase the charge 
transfer from the 0 to the C atom. An analysis of calculated charges and dipole 
moments shows that the changes due to triples are of the same ma~i~de as 
those of the S, D, and Q excitations together, thus stressing the importance of 
the triple excitations at the MP4 level. 

When going from MP4 (SDTQ) to QCISD (T), correlation corrections 
change back into the direction of MP3 results. This is illustrate by Fig. 6, 
which shows the difference response density distribution dp” (QCISD (T) ) = 
~~s(Q~ISD(T))-~rea(MP4(SDTQ)). Ag ain, there is a transfer of n-charge 
back to the 0 atom accompanied by a smaller transfer of o-charge from the 
inner valence region of 0 to the lone pair region of C!. These changes suggest 
that left-right correlation at the MP4 level is still exaggerated to some extent. 

Triple excitations at the QCI level have the same effect as triple exci~tions 

Fig. 5. Contour line diagram of the difference .electron density distrihution 
~~(r~~t~P4(SDQT) 1 =~(r)~~~P4(SDQT)) -~(r)~(~P4(SDQ)) of CO calculated with 
the 6-311G (2d) basis. Solid (dashed) contour lines are in regions ofpositive (negative} difference 
densities. The positions of the C and the 0 nucleus are indicated. 



C 0 
Fig. 6. Contour line diagram of the difference electron density distribution dp ( r)R*( QCISD (T) ) = 
p(r)““(QCISD(T))-p(r)n”(MP4(SDQT))ofCOcalculatedwiththe6-311G(2d) basis.Solid 
(dashed) contour lines are in regions of positive (negative) difference densities. The positions of 
the C and the 0 nucleus are indicated. 

at the MP4 level (see Fig. 7). They increase (decrease) the negative charge at 
C (0), thus also making the CO dipole moment more negative (Table 1). 

The data of Table 1 and the diagrams in Figs. 8 and 9 provide a basis to 
analyze correlation effects on a more quantitative basis. The major conclusions 
drawn from this analysis can be summarized as follows. 

(1) The largest part of the correlation corrections is recovered at MP2, but 
higher-order effects are still considerable and cannot be neglected. Often, but 
not always, the values of the calculated response properties at higher levels of 
correlation theory (MP4, QCI, etc.) are between those obtained at the HF and 
MP2 levels. 

(2) Correlation corrections due to D excitations are exaggerated at the MP2 
level. They are reduced at the MP3 or CCD level of theory where coupling 
between D excitations is introduced. 

(3) Single excitations do not change the values of response properties sig- 
nificantly. In most cases they are not very important for obtaining accurate 
response properties. This is opposite to the observations made when calculat- 
ing one-electron properties as expectation values at the CI level [ 29,321. There, 
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Fig. 7. Contour line diagram of the difference electron density distribution 
p(r)~(QCISD(T))-p(r)“(QCISD)ofCOcalculatedwiththe6-311G(2d)basis.Solid(dashed) 
contour lines are in regions of positive (negative) densities. The positions of the C and the 0 
nucleus are indicated. 

S excitations are important to account for orbital relaxation effects. However, 
these effects are implicitly considered when solving the CPHF equations (or 
the corresponding z-vector equation) within the energy derivative approach. 

(4) The influence of T excitations at MP4 is as large as the influence of S, 
D, and Q excitations together, at least for molecules with multiple bonds. Sim- 
ilar observations are made for the T corrections at the QCI level of theory. 
However, it seems that T excitations at MP4 are to some extent exaggerated 
for the same reason as D excitations are exaggerated at MP2. 

As Figs. 8 and 9 clearly show, there is an oscillation in the correlation cor- 
rections to CO charges and CO dipole moment [ 29-321. Oscillations are almost 
parallel when different basis sets are used (6-31G(d) and 6-311G(2d), see 
Figs. 8 and 9). This is in line with published results on the CO dipole moment. 
Available data suggest that, for larger basis sets, CO charges are shifted to 
lower values and more negative dipole moments. Hence, typical features of 
correlation corrections at the various levels of theory are correctly recovered 
when using relatively small basis sets such as a VDZ + P basis set. 

For small and medium-sized basis sets, accurate one-electron properties can 
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only be expected if there is a fo~tous ulceration of errors. For CO, this 
seems to be the case at the MP2/6-31G (d) and MP4 (SDTQ)/6-31G (d) levels 
of theory. With the larger 6-311G (2d) basis set, cancellation of errors leads to 
MP3 and CCD values close to the experimental values. These observations can 
be used when doing routine calculations with these basis sets (see below) or 
when analyzing published data. For example, CCSD/DZP and CCSDT/DZP 
values of the CO dipole moment [31] are close to its experimental value 
( -0.112 Debye; for experimental dipole moments, see ref. 33) because the 
basis set chosen leads to values between those obtained with the 6-31G (d) and 
the 6-311G (2d) basis sets (Figs. 8 and 9). Since the CCSD and CCSDT results 
are parallel to the corresponding QCI results, agreement with the experimental 
CO dipole moment is obtained. A CCSD/TZP calculation [31] gives a very 
accurate prediction of p (CO) as does the QCISD/G-311G (2d) used in this work. 
Accordingly, CCSDT/TZP should shift the dipole moment below the experi- 
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mental value as experienced in this work when using QCISD (T) /6-311G (2d) 
(see Fig. 9). 

The fortuitous cancellation of basis set and correlation errors at the MP3/ 
and CCD/6-311G (2d) level of theory can be used to get a reasonable descrip- 
tion of the CO dipole moment curve close to the equilibrium value. A section 
of this curve calculated at various levels of theory is shown in Fig. 10. Beside 
the MP3 and the CCD curves, the calculated QCISD (T) dipole moment curve 
should also be close to the true one. The MP2 curve, however, is shifted to 
values of p that are too negative. 

It can also be seen from Fig. 10 that the HF dipole moment curve is shifted 
in a direction opposite to that of the MP2 curve, i.e. the HF dipole moment of 
CO becomes negative only for bond lengths 0.05 A smaller than the experi- 
mental value of 1.128 A. Also, the descent of the HF dipole moment curve is 
much steeper than that of the MP3 or CCD curve. However, these features of 
the HF dipole moment curve are also observed for other molecules (see below) 
and, hence, the HF description of the CO dipole moment is in no way different 
from that of other molecules. It is only that, for CO, the magnitude of the 
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equilibrium dipole moment is similar to the magnitude of the correlation cor- 
rections and therefore HF and correlation corrected methods lead to values of 
the dipole moment differing in sign. 

One of the pending problems in quantum chemistry is the question whether 
MP4 c~~iatious provide a reliable estimate of correlation effects. It is clear 
that this is not the case if non-dynamical correlation effects become important 
when calculating molecular energies [ 34 1. Calculations carried out for disso- 
ciation reactions of small molecules suggest that MPn methods converge very 
slowly [34]. Nevertheless, there is a general belief that MP4 can recover at 
least most of the dynamical correlation effects for molecules in their equilib- 
rium geometries. 

Although the MP4 level is as far as we can go in this work (for recent MP5 
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ing from single (S), double (D), triple (T), quadrupole excitations (Q) at MPn (with n=2,3,4, 
5) is fully contained. If the energy contribution is only partially contained, the yes is put in 
parentheses. 

calculations, see ref. 35), CC and QCI methods provide a basis for predicting 
changes in correlation corrections at higher levels of perturbation theory. 

As indicated in Scheme 1, CCD recovers D and Q excitation effects at MP4 
as well as DD, DQ, and partially QQ effects at MP5. QCISD comprises, in 
addition, the effects of S excitations at MP4 and those of SS and SD excita- 
tions at MP5. If Texcitations are included at the QCI level, then QCI is correct 
at fourth-order perturbation theory and recovers apart from Z’Z’and TQ effects 
all other excitation effects at fifth-order perturbation theory [lo]. Hence, both 
CC and QCI methods give an indication how fifth-order perturbation will 
change correlation corrections. 

The CCD and QCI results obtained for CO suggest that considerable changes 
have to be expected for MP5, possibly correcting the MP4 response density 
back into the direction of the MP3 response density. It is reasonable to predict 
that oscillation of correlation corrections will continue at MP5 and MP6, prob- 
ably only slowly damping out at higher orders of perturbation theory. This 
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suggests that, for high quality correlation descriptions, neither MP4 nor MP5 
will be sufficient. With the VTZ+BP basis set, the MP5 results of CO will 
probably be closer to experimental values than the MP4 results, but the op- 
posite may be true when employing a different basis set. QCI methods, which 
also contain, in addition to fifth-order contributions, important infinite-order 
contributions [36], seem to converge faster to a limit value if D, S, T, etc. 
excitations are gradually introduced. At least this is suggested by the data col- 
lected in this work. 

RESPONSE PROPERTIES OF SOME ONE- AND TWO-HEAVY ATOM SYSTEMS 

It is well-known that an accurate calculation of dipole moments requires 
sp-saturated basis sets with polarization functions. Quadrupole moments and 
octopole moments require even more accurate basis sets comprising also dif- 
fuse functions. In general, multipole moments of molecules constituted from 
first and second row elements should be calculated with extended basis sets 
that contain polarization functions with 1= m + 1 where 1 is the angular quan- 
tum number and M is the order of the multipole moment. Also, the exponents 
of added diffuse functions should decrease with an increase in m since higher 
multipole moments become more sensitive to diffuse charge distributions. 

It is also known that basis set errors in the calculation of one-electron prop- 
erties cannot be recovered by including correlation effects in the calculation. 
So far, the results we have obtained for CO with the 6-311G(2d) basis set 
suggest that the basis set used is still too small and leads to significant basis 
set errors. The available data from the literature confirm this point [ 29-321. 
However, it is not the goal of this work to calculate highly accurate one-elec- 
tron properties, but to investigate and predict correlation effects that can occur 
at higher levels of theory. As discussed above and reflected by Figs. 8 and 9, 
these effects can already be found when using a VDZ + P basis set. 

In Table 2, MP2, MP4 (SDQ), and QCISD correlation corrections for atomic 
charges, dipole moments, and quadrupole moments of some selected molecules 
are given. They have been calculated with the 6-31G(d,p) basis set at MP2 
geometries [ 371, which are sufficiently close to experimental values to elimi- 
nate larger geometry effects in calculated properties. The following observa- 
tions can be made when analyzing the data of Table 2. 

(1) Relative correlation corrections are largest for charges, smaller for di- 
pole moments and smallest for quadrupole moments. This observation, how- 
ever, may change for larger basis sets. 

(2 ) Relative correlation corrections are larger for covalently bonded mole- 
cules than for ionic molecules. Also, they are larger for molecules with multiple 
bonds than those with just single bonds. The largest effects are found for mol- 
ecules with semipolar bonds. 

(3 ) For ionic species, MP and QCI corrections are essentially the same. 
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TABLE 2 

HF values and correlation corrections obtained for atomic charges, dipole moments, and quad- 
rupole moments at various levels of theory with the 6-3lG(d,p) basis set” 

Molecule Charges Dipole Quadrupole 

co (1.150) (0; xx=yy, zzp 

HF -302 0.44 -9.97; - 12.10 
MP2 169 - 0.63 -0.05; 0.01 
MP4(SDQ) 133 - 0.44 -0.01; 0.04 
MP4(SDQT) 154 -0.54 -0.01; 0.02 
QCISD 125 -0.41 -0.01; 0.04 
QCISD(T) 135 -0.45 -0.02; 0.05 

HCP (1.560,1.070) (C, P; xx=yy, zz) 

HF 
MP2 
MP4(SDQ) 
QCISD 

- 335; 135 
97; -55 
76; -36 
71; -32 

PH, (1.405,94.5) (P; xx =yy, zz) 

HF + 162 -0.86 - 14.74; 17.14 
MP2 -54 -0.05 0.04; 0.16 
MP4(SDQ) -30 +0.01 0.02; 0.24 
QCISD -27 + 0.02 0.02; 0.25 

ClF (1.659) (F; xx =yy, zz) 

HF 
MP2 
MP4(SDQ) 
QCISD 

-359 1.33 - 17.22; - 15.76 
54 -0.25 - 0.10; 0.08 
45 -0.21 - 0.07; 0.03 
44 -0.20 -0.07; 0.03 

Ha (1.329,92.8) (S; xx-o, yy-a,., Z-C,) 

HF - 132 1.38 - 16.70; - 12.30; - 13.74 
MP2 -7 -0.01 0.06; -0.03; 0.04 
MP4(SDQ) 16 -0.08 0.12; -0.07; 0.03 
QCISD 17 -0.08 0.12; - 0.08; 0.03 

HCl(l.268) (Cl; xx = yy, zz) 

HF - 192 1.47 - 13.99; - 10.41 
MP2 9 -0.05 0.03; -0.08 
MP4(SDQ) 21 -0.10 0.05; -0.14 
QCISD 22 -0.10 0.05; -0.14 

0.73 - 19.96; - 15.56 
0.01 0.43; - 0.45 

-0.10 0.40; -0.37 
-0.11 0.41; -0.40 
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TABLE 2 (continued) 

Molecule Charges Dipole Quadrupole 

N~~(1.011,106.1) (N; xx=yy, zz) 

HF -786 1.92 
MP2 37 -0.05 
MP4(SDQ) 54 - 0.07 
QCISD 56 - 0.07 

FH (0.921) (F; xx=yy, zz) 

HF -397 1.98 
MP2 20 -0.10 
MP4(SDQ) 24 -0.10 
QCISD 24 -0.11 

H,O (0.961; 103.9) (0; xx-rr,, fl_c7”,, 22-c, 

HF -674 2.20 
MP2 32 -0.09 
MP4(SDQ) 42 -0.10 
QCISD 42 -0.10 

CS (1.544) {C; xx = yy, zz) 

HF -22 1.20 
MP2 -121 0.81 
MP4(SDQ) -111 0.54 
MP4(SDQT) - 100 0.63 
QCISD -84 0.48 
QCISD(T) -92 0.52 

H&O (1.219,1.099,122.2) (0, C; xx-u, yy-flu., m-C,, 

HF - 452; 245 2.83 
MP2 118; -81 -0.60 
MP4(SDQ) 104; -63 -0.55 
MP4(SDQT) 115; -68 -0.63 
QCISD 100; -58 -0.53 
QCISD(T) 110; -66 -0.60 

HCN(l.176,1.064)(N, C;xxqyy, zz) 

HF -386,112 3.24 
MP2 80, -35 -0.35 
MP4(SDQ) 70, -26 -0.32 
QCISD 69, -24 -0.32 

-6.10; -8.80 
- 0.08; -0.04 
-0.09; -0.01 
-0.09; -0.01 

- 5.38; - 3.32 
-0.07; -0.14 
-0.07; -0.14 
-0.07; -0.14 

-7.17; -4.14; -5.93 
-0.08; -0.15; -0.10 
-0.05; -0.15; -0.09 
-0.05; -0.15; -0.09 

- 18.40; - 20.50 
0.46; - 0.60 
0,39; -0.33 
0.47; -0.47 
0.37; -0.27 
0.41; -0.32 

-11.55; -11.44; -11.86 
0.04; -0.27; -0.17 
0.05; -0.23; -0.17 
0.06; -0.28; -0.21 
0.06; -0.22; -0.18 
0.05; -0.25; -0.19 

-11.74; -9.47 
0.25; -0.35 
0.21; -0.32 
0.22; -0.34 
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TABS 2 (contour) 

Molecule Charges Dipole Quadrupole 

LiH (1.623) (Li; xx =yy, zz) 

HF 
MP2 
MP4( SRQ) 
QCISD 

193 5.94 - 5.46; - 6.92 
-20 -0.15 -0.12; +0.14 
-40 -0.25 -0.23; $0.22 
-45 -0.31 -0.29; +0.25 

LiF (1.567) (F; xx=yy, zz) 

HP -661 6.22 -6.96; -0.65 
MP2 104 -0.37 -0.48; -0.42 
MP4(SDQ) 95 -0.36 -0.46; -0.41 
QCISD 92 -0.36 -0.45; - 0.41 

NUH (1.906) (iv& xx =w, zz) 

HF -270 6.89 -8.80; - 16.17 
MP2 -32 -0.32 -0.25; 0.44 
MP4(SDQ) -58 -0.52 -0.46; 0.72 
QCISD -69 -0.70 - 0.60; 0.90 

LX1 (2.064) (Ck xx = yy, zz) 

HF -499 7.62 - 16.43; - 1.92 
MP2 59 - 0.33 -0.17; -0.35 
MP4(SDQ) 57 -0.32 -0.16; -0.33 
QCISD 56 -0.32 -0.16; -0.32 

NaF(1.898) (F; xx=yy, zz) 

HF -703 7.88 -9.49; -9.44 
MP2 101 -0.44 -0.57; -0.04 
MP4(SDQ) 95 - 0.44 - 0.58; - 0.08 
QCISD 94 - 0.47 -0.58; -0.07 

NaCl(2.391) (Cl; xx =w, zz) 

HF -667 9.50 - 19.07; - 10.88 
MP2 60 -0.37 -0.23; -0.04 
MP4(SDQ) 58 -0.35 -0.21; - 0.03 
QCISD 61 -0.38 -0.23; -0.04 

“Distances in A, angles in degrees, charges in melectron, dipole moments in Debye, quadrupole 
moments in Debye A. 
bMP2 geometries are given in the first parentheses. The atoms for which the charges are given, 
and the quadrupole components are indicated in the second parentheses. 



118 

(4) For covalently bonded molecules with just single bonds, MP4 (SDQ ) and 
QCISD results are almost identical, in line with the analysis given in Scheme 
1. 2’ excitations and higher-order effects are not very important and do not 
change the calculated values significantly. 

(5) For molecules with multiple bonds, T excitations and higher-order ef- 
fects become important when evaluating molecular response properties. 

(6) If correlation corrections are large, MP2 corrections are usually larger 
than those obtained at the MP3 and MP4 levels. In cases where correlation 
corrections are small and/or basis set deficiencies are very large (HCl, H2S, 
etc. ) , MP2 corrections may be smaller than MP4 correlation corrections. 

These observations suggest that reasonably accurate response properties for 
molecules without multiple bonds can already be obtained at the MP2 level 
provided a sufficiently large basis set is used. This prediction is confirmed by 
MP2/6-311G(2d,2p) or MP2/MC-311G(2d,2p) values of dipole moments 
listed in Table 3. Calculated values agree within a few tenths of a Debye with 
experimental values (see also Fig. 11)) even when molecules with multiple 
bonds are considered. Of course, high accuracy of calculated dipole moments 
and other response properties is only achieved if MP4 (SDTQ) or QCISD (T ) 
and a large basis set is employed. This becomes obvious when considering crit- 
ical cases such as the CO or CS molecule (see Table 3 ) . 

TABLE 3 

Comparison of HF/6-311G(2d,2p), MP2/6-311G(2d,2p) and experimental dipole moments’ 

Molecule HF MP2 Exptl. 

co 0.34 -0.28 -0.11 
HCP 0.44 0.44 0.39 

PH, 0.66 0.60 0.58 
CIF 1.32 1.02 0.88 

H,S 1.12 1.08 0.97 
HCl 1.24 1.19 1.08 

NH, 1.65 1.59 1.47 
FH 1.93 1.81 1.82 

H,G 2.01 1.90 1.85 
CS 1.60 2.30 1.98 
H&O 2.82 2.24 2.34 
HCN 3.24 2.91 2.99 
LiH 6.06 5.98 5.83 
LiF 6.33 6.04 6.28 
NaH 7.05 6.72 6.96 
LiCl 7.63 7.43 7.12 
NaF 8.01 7.65 8.16 
NaCl 9.59 9.35 9.00 

“All values in Debye. The geometries used in the calculations are given in Table 2. 



119 

I- 

/ 
2-r 

/ 

H2CO 

R2 = 0.995 

-2 0  2 4 6 a 10 

exp. Dipole moment [Debye] 

Fig. 11. Comparison of calculated MP2/6-311G (2d,2p) dipole moments with experimental dipole 
moments. 

While it is possible to compute reasonably accurate response properties at 
relatively low computational costs for single-bonded molecules in their equi- 
librium geometry, elaborate correlation methods will be needed if a response 
property is monitored for a variety of internuclear distances far from the equi- 
librium. In Fig. 12, experimental [ 381 and (with the 6-311G (2d,2p) basis set) 
calculated dipole moment curves of the FH molecule are presented. (For a 
previous investigation of the FH dipole moment curve, see ref. 39.) 

The experimental dipolt moment curve can be dissected into three parts. In 
the first section (0.6-1.2A) ,u(FH) increases linfarly with increasing bond 
length R(FH). In the region between 1.2 and 1.6 A, the dipole moment curve 
reaches a maximum (at 1.48 A and p = 2.39 Debye) and turns over to decrease 
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Fig. 12. Comparison of experimental [38] and calculated dipole moment curves of FH. 

linearly with increasing R (FH) in the third section (R > 1.6 A). The value of 
p (FH ) becomes zero for the case of the separated atoms. 

All correlation corrected methods used in this work correctly describe the 
dipole moment curve of FH in the first section. Only the HF curve deviates 
from the experimental curve by predicting too large values of ,u. Contrary to 
correlation-corrected methods, the HF description of the dipole moment curve 
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increases linearly in the whole range of calculated values without leading to a 
maximum. This, of course, has to do with the basic failure of HF to describe 
the dissociation of molecules correctly. 

Of all the correlation-corrected ab initio methods used, MP3 and CCD give 
the best account of the experimental dipole moment curve (Fig. 12)) which, of 
course, is due to a fortuitous cancellation of errors. In particular, MP3 predicts 
the position and the height of the maximum in the second section reasonably 
well. MP2, however, leads to a wrong description of the turning point of the 
dipole moment curve (see Fig. 12). MP4 and QCI lead to values of the FH 
dipole moment that are too small in the region between 1.2 and 1.8 A (Fig. 12 ). 
Hence, the trends observed for calculated equilibrium dipole moments are con- 
served and amplified for larger R (FH ). Clearly, the correct description of the 
dipole moment curve in the region of the turning point requires a correlation 
corrected method and a large basis set. 

CALCULATION AND USE OF ACCURATE RESPONSE PROPERTIES 

An accurate description of molecular multipole moments is highly desirable 
when investigating the interactions between molecules, in particular van der 
Waals complexes. The stability of such a complex is dominated by electrostatic 
interactions. As has been shown by Buckingham and Fowler [ 401, van der 
Waals complexes can be reasonably described by determining electrostatic in- 
teractions between the complex partners in terms of point multipoles that re- 
flect the charge distribution in each monomer [ 411. In this way the geometries 
and relative stabilities of a number of van der Waals complexes have been 
investigated at relatively low computational cost [ 401. 

Since the interaction energy between two multipoles decreases with increas- 
ing distance R” between the multipoles and since the power m of R increases 
with the order of the multipoles, monopole moments (atomic charges) and 
dipole moments dominate the electrostatic interactions between the molecular 
partners of a van der Waals complex. Hence, a reliable description of a van der 
Waals complex can only be expected if charges and dipole moments are cor- 
rectly described. As is well known, a reliable description of a van der Waals 
complex requires at least a TZ basis set with two sets of polarization functions. 
We find that the same basis set quality is needed if molecular mono- and dipole 
moments have to be calculated. 

Buckingham and Fowler noted that the multipole description of van der 
Waals complexes fails if the HF multipole moments of the complex partners 
are no longer accurate. The example they gave concerned complexes involving 
CO [ 401. We want to add here other examples that underline the necessity of 
obtaining accurate response properties when calculating intermolecular com- 
plexes. These examples involve van der Waals complexes between ozone and 
H,O [42], ethylene [43] or acetylene [44] as well as those between carbonyl 
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TABLE 4 

Calculated atomic charges and dipole moments of ozone, Ox, and carbonyl oxide, CH,OO, obtained 
with the 6-31G(d,p) basis set” 

Molecule 
parameter 

HF MP2 MP4(SDTQ) QCISD(T) Exptl. 

do,) 326 173 176 174 
q(O,) - 163 -87 -88 -87 
p 0.83 0.40 0.44 0.47 0.53 

d-b) 588 291 317 376 
4(00) - 195 34 -34 -65 
4(0*) -394 -325 - 283 -311 
p 5.46 3.44 3.25 3.76 

“Calculated at optimized geometries (see ref. 46). Charges, q, in melectron, dipole momenta, p, in 
Debye. 

oxide, CH,OO, and formaldehyde [ 451, which we have recently investigated 
in connection with a quantum chemical study of the ozonolysis reaction. 

Calculated atomic charges and dipole moments of O3 and CH,OO are com- 
pared [ 46,47 ] in Table 4. The electronic structure of the two molecules is given 
in Scheme 2 in the form of a superposition of various resonance structures. 
The calculated data reveal that, at the HF level of theory, contributions of 
zwitter ionic structures (e.g. b in Scheme 2) to the molecular wave function 
are overestimated, thus leading to unreasonably large charges and dipole mo- 
ments. As a consequence, electrostatic interactions between O3 (CH,OO) and 
another molecule within a van der Waals complex are exaggerated at the HF 
level. The stability of the van der Waals complex and the distance between the 
monomers in the complex are predicted to be too large at the HF level. 

At the MP2 level, the contribution of the biradical structure a to the wave 
function is exaggerated, which is typical of MP2. As a consequence, atomic 
charges and the molecular dipole moment are calculated to be too small. Elec- 
trostatic interactions in a van der Waals complex containing either O3 or 
CH,OO are underestimated and therefore at MP2, the stability of the complex 
and the distance between the complex partners is too small. Thus MP2 leads 
to no improvement compared with the HF description of the van der Waals 
complexes. 

At the MP4 and QCI level, more zwitter ionic structures are mixed into the 
wave function of either O3 or CH,OO, thus leading to reasonably accurate mono- 
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and dipole moments (see Table 4). Hence, a direct or a Buckingham-Fowler 
description of van der Waals complexes involving these molecules can only be 
successful if MP4 or QCI is applied [ 42-451. It is wrong, in such a case, to hope 
that known deficiencies in the ab initio description of the complex partners 
cancel out if the complex itself is calculated. 

SUMMARY 

(1) Response properties (electron density distributions, atomic charges, di- 
pole moments, and quadrupole moments) of 20 small molecules have been 
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calculated by nine different ab initio methods utilizing analytical energy deriv- 
atives derived earlier [ 17,18,20,21], 

(2) A detailed analysis of the calculated values of the response properties of 
CO suggests an oscillation of correlation corrections of these properties that 
persists to the fifth order perturbation theory and probably also to the sixth 
order. Convergence of dynamical correlation corrections to molecular proper- 
ties calculated at the MPn level of theory for molecules in their equilibrium 
geometry is much slower than one generally tends to believe. In a critical case 
such as the CO molecule, MP4 is not sufficient to obtain accurate response 
properties, in particular accurate atomic charges and an accurate dipole mo- 
ment. QCI and CC methods that contain important MP5 and higher-order 
contributions lead to better values. 

(3) If sufficiently large basis sets are used (DZP or larger), then oscillations 
of correlation corrections are almost independent of the basis set. This can be 
exploited to select method and basis set in a way that leads to a c~~ellation 
of basis set and correlation errors and hence to reasonably accurate response 
properties. 

(4) Correlation corrections to the lower multipole moments are important 
when the molecule in question possesses multiple bonds, in particular semi- 
polar bonds. In these cases, MP4 or QCI calculations are needed to get reason- 
ably accurate multipole moments. In all other cases, basis set effects are more 
important than correlation corrections. Hence, it is sufficient to carry out MP2 
c~culations with a TZ + 2P basis set to get reasonably accurate values. 

(5) Correlation corrections to molecular response properties become large 
if they are calculated for interatomic distances far from the equilibrium value. 
For example, reliable dipole moment curves can only be obtained when using 
elaborate correlation corrected methods. However, computational costs can be 
cut down by using a method that provides reasonable equilibrium properties 
due to cancellation of errors. 

(6) The accurate description of molecular complexes that are domina~d by 
electrostatic interactions depends on the accurate description of the response 
moments of the complex partners. Hence, the same level of theory that is needed 
to describe atomic charges and dipole moments of 1,3dipolar molecules such 
as ozone or carbonyl oxide is also needed to describe van der Waals complexes 
involving these molecules. 
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