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Self-interaction corrected density functional theory was used to determine the self-interaction error
for dissociating one-electron bonds. The self-interaction error of the unpaired electron mimics
nondynamic correlation effects that have no physical basis where these effects increase for
increasing separation distance. For short distances the magnitude of the self-interaction error takes
a minimum and increases then again for decrea&nghe position of the minimum of the
magnitude of the self-interaction error influences the equilibrium properties of the one-electron bond
in the radical cations ki (1), B,H, (2), and GHg (3), which differ significantly. These differences

are explained by hyperconjugative interactions2nand 3 that are directly reflected by the
self-interaction error and its orbital contributions. The density functional theory description of the
dissociating radical cations suffers not only from the self-interaction error but also from the
simplified description of interelectronic exchange. The calculated differences between ionic and
covalent dissociation fat, 2, and3 provide an excellent criterion for determining the basic failures

of density functional theory, self-interaction corrected density functional theory, and other methods.
Pure electronic, orbital relaxation, and geometric relaxation contributions to the self-interaction
error are discussed. The relevance of these effects for the description of transition states and charge
transfer complexes is shown. Suggestions for the construction of new exchange-correlation
functionals are given. In this connection, the disadvantages of recently suggested self-interaction
error-free density functional theory methods are emphasized20@ American Institute of
Physics. [DOI: 10.1063/1.1630017

I. INTRODUCTION formalism, which is the basis of most SIE-free DFT investi-
gations published until nowFor reviews on SIC-DFT, see

In recent work:~" we have derived a number of tools to Refs. 1, 10, and 2J.
investigate the self-interaction err@@IE) of standard Kohn— The SIE-X is a direct consequence of the localized char-
Sham density functional theoKS-DFT) (Refs. 8 and ®  acter of the DFT exchange hole. It compensates for the dif-
when carried out with the approximate functionals availableference between the delocalized SIC-DFT hole, which re-
today’®~*°The SIE of DFT exchangéSIE-X) mimics long-  sembles the exact exchange hole, and the local DFT
range correlation effects, which are responsible (Brthe  exchange hole. This leads to the advantage of addingn
stability of restricted KS solutions anf) help to describe unspecified way important long-range correlation effects,
electron systems with considerable multireferencehowever leads also to serious drawbacks in the case of odd
charactef”" This can be shown by calculating the changes inelectron system®-~“° The dissociation of one and three-
the one-electron density distribution caused by the@&s.  electron bonds is wrongly described. Reaction barriers in-
1-3 or alternatively investigating the structure of the ex-volving an odd number of electrons are underestimated.
change hole at typical positions in a molec{iéeg., at the Bonding and electron distribution in charge transfer com-
centroids of the localized molecular orbitglsMOs) occu-  plexes can be wrongly predictédl.in this work, we will
pied by core, bond, and lone pair electrpfi® By splitting  concentrate on the dissociation of one-electron bonds in radi-
the exchange hole into a self-interaction correc¢t®i) part  cal cations and show that, although these systems have been
and a SIE part, into a self-exchan(etraelectroni and an  already investigated by several auth##8;31:*3-%Cthere are
interelectronic part or into orbital contributions, the implica- still a number of open questions, which are essential for the
tions of the SIE for the description of electron correlation asunderstanding of bonding in these molecules in specific and
it is accounted for by approximate exchange functionals catthe performance of DFT in general.
be demonstratetr:® The dissociation of an odd-electron bond proceeds in an

First studies on the SIE of DFT reach back to early workasymmetric fashion, i.e., the unpaired electron moves to one
by Fermi and Amald?® The problems the SIE might cause of the fragments so that a radical and a catione-electron
were already anticipated by Slaf8however a first detailed bonds or a closed shell fragment and a radical cafitmee-
discussion of the SIE was given by Perdew and Zunger irelectron bondsare generated. For one-electron bonds this
1981 These authors introduced an orbital-dependent Si@henomenon is known as charge-spin separation: for large
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distancesR between the fragments, the positive charge is is the result of a serious artifact of DFT, which was so
concentrated at the ionic fragment and the spin density at the far overlooked: DFT suffers also from an oversimplified
radicalic one(For three-electron bonds, charge and spin be-  description of interelectronic exchange that together with

come concentrated at the same fragmefihis charge-spin the SIE causes problems when describing the dissocia-
separation has led several autfdr§to the conclusion that a tion of radical cations.

correct quantum-chemical description of odd-electron-bond3) We will further discuss the influence of geometry relax-
breaking has to predict an ionic ground stéite., one ionic ation on radical cation dissociation. Depending on the
and one neutral fragmentather than a covalent onge., fact whether the fragments become Jahn-Teller unstable,
two fragments with charge-1/2 each in the limit of a large geometry relaxation is particularly strong and changes

distance between the fragments. This means that at a certain the ideal dissociation behavior of the radical cation.
interaction distance the covalent ground state should beconié) The magnitude of the SIE increases not only for an in-
electronically unstable and bifurcate into two equivalent  crease in the separation distariéout below a criticaR

ionic ones. value also for a decrease Bf The criticalR value can

Hartree—FockHF) calculations provide such a bifurca- be predicted from the electronic structure of the radical
tion, and it has been concluded that HF allows for a qualita- ~ cation. It decides on the properties of the equilibrium
tively correct description of dissociating radical catidhs. geometry calculated by DFT or SIC-DFT.

Correlated wave-function methods tend to stabilize the cova- Althouah di . it st on th -
lent state relative to the ionic one and reduce the charge andd_ | outg ouFrI |lscu§s||_|o+n \g' OC(;JS Jai o:? tﬁ probo ypic
spin separation for a given interfragment distance. DFT calracical cations i (1), B, 4 (2), and GHg (3), the obser .
; S . vations made will be of direct consequence for the descrip-
culations, in distinction to HF, predict a covalent ground . . . .
. . . . tion of reactions involving an odd number of electrons. Fur-
state for all interfragment distances with a drastically re- . .
. 3363 o thermore, we will be able to draw conclusions on the best
duced limit energy for large bond lengtfs>>2¢-*The ionic .
. g ) way of curing DFT from the SIE.
DFT state provides the correct limit energy for large inter-

: : . X The results obtained in this work will be presented in the
fragment distances. However, this state is electronically unfollowing way: In Sec. I, the basic theory of the SIE and the
stable, which has been called “inverse symmetry breaking’ ) )

) : 3 SIC-DFT method used in this work are shortly described.
in the literature?

. Details of the computations are given in Sec. lll. In Sec. IV,
Chermette and co-workefSpointed out that the DFT the SIE of radical cations is decomposed in pure electronic,

dissociation curves for diatomic molecul_es may jump back, it relaxation, and geometry relaxation effects. Investiga-
and forth between the covalent and the ionic state for mOdﬁon of its dependence oR supported by the analysis of the
erate bond lengtht2—3 A). This was interpreted as a finger- exchange hole at differerR values leads to a clear insight
print of an avoided crossing between the bonding covalent,, the performance of DFT in odd electron cases. lonic and
state and the ionic state. The authors argued that the bonding,ajent dissociation limits of radical cations are also dis-
24 and the antibonding.,, state belong to the same irreduc- ¢;ssed in Sec. IV and their relevance for different methods
ible representation, vi, with respect to th€.., symmetry  are shown. Finally, in Sec. V the conclusions of this work,

of the ionic states, which aIIovv_s for an interaction bEtwee”especially with regard to the application of DFT in odd elec-
these states and makes an avoided crossing possible. Furthgg, cases are drawn.

more, the authors suggested that the occurrence of two

equ:;/alent,_ and thulst_deger;rera}[te,_lortl: st;tes rr_1aty give (rjl_se I}P BASIC THEORY OF THE SIE

nondynamic correlation effects in the dissociating radicaly\ 5 THE siC-DFT METHOD

cation and that the qualitatively incorrect DFT description of

radical cations may be ascribed to the general limitations of ~In @ one-electron system, the exchange endigyex-

DFT in describing nondynamic correlations. actly cancels the Coulomb enerdyf the one electron, and
The energy balance between the ionic and the covalerthe correlation energfc vanishes. Hence, for any-spin

state is of crucial importance for an accurate description oflensity ¢,, that integrates to one, the following relations

odd-electron bond breaking. In the current paper, we willmust hold:

therefore discuss this energy balance in detail for dissociat- Ex[0,.0]=—J[e.l, (18
ing one-electron-bonded radical cations and give an interpre-
tation for the different descriptions one obtains at different  Ec[€4,01=0. (1b)

levels of theory with the focus on DFT methods. We will The available approximate XC functionals violate one or
calculate the SIE and its orbital contributions in dependencgoth of conditions(1a), (1b) and contain thus a physically
of the separation distance and we will show the following: incorrect self-interaction of the electrons. Perdew and Zunger

(1) HF, DFT, and in general methods without a specific type(PZ) (Ref. 1) suggested to start from one of the available
of nondynamic electron correlation fail to describe dis-2PProximate XC functionals and to augment it by a SIC term
sociation of one-electron bonds correctly. We will intro- that cancels the self interaction orbital by orbital. The PZ

duce criteria that provide a quantitative ordering of theSIC-XC functional takes the form

performance of different methods. ESOreC E2PPIOY o 0 sl— E)S('CE (23
(2) We will show that SIC-DFT is the method with the best SE _SIE . _SIE
performance, however we will also demonstrate that this Exc=Ex t+Ec", (2b)
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N, and a conjugate-gradient appro&tivere programmed and

ESE= 2 E (Ex[0i5,0]1+J[0is]), (200 implemented incoLOGNE 2003** Test calculations showed
o=ap that the conjugate-gradient approach reduced the number of
necessary iterations in a SC-SIC-DFT calculations by up to a

EQF= 2 ZEC[QW!O] (2d)  factor of 5.

where Qi(,(r)=|<pi,,(r)|2 is the density that corresponds to

the KS spin orbitalkp,;., . IIl. COMPUTATIONAL DETAILS

The inclusion of the SIC terms into the XC functional  pissociation energie®., equilibrium bond distances
alters the KS equations in two ways: First, the KS oper&itor r,, harmonic vibration frequencies,, and dissociation
is augmented by an additional orbital-dependent term, curves were calculated for jJH1), B,H; (2), and

C,H¢ (3), which are typical representatives for a large class
of molecules with one-electron bonds. ValuBg and the
se_ [ g, Q") QI( " oa dissociation curves were calculated relative to the energies of
Fi fd +ch[Q|,0] 3Bb)  the fragments(ie not relative to a supermolecileD,
=E(X;)—E(X)—E(X"). The calculations were done at
(We suppress the epr|C|t spin indices here and in the followqjfferent levels of theories. A series of standard-KS calcula-
ing.) Second, contrary to the standard KS XC energy funcyions was performed to investigate the impact of the SIE for
tional, EXC is no longer invariant with respect to rotations pure and hybrid DFT methods. We combined the Lee—
among the occupied orbitals. In addition to the usual KSyang—Pari(LYP) correlation function&f with different mix-
conditions tures of Becke 8§Ref. 49 and exact HF exchange increas-
(¢ ||A:‘SIE|(P‘>:O (43 ing the latter by the factam,-: pure Becke 88B) exchange
an e (ay=0), Becke 3(B3) exchang?’ (aye=0.2), Becke half-
the KS orbitals in SIC-DFT have to obey E@b) (see e.g., and-half exchand® (ay=0.5), and pure HF exchange
Ref. 17: (aye=1). It should be noted that we used the standard
( -|I5-S'E— |g$|E| )=0 (4b) B3LYP functional, in which 19% of the LYP correlation en-
#ilri i1 ergy are replaced by the Vosko—Wilk—Nus&ifWN) func-
(indicesi, j denote occupied, indices, b virtual orbitals. tional (the functional referred to as functional 11l in Ref. )49
Equation(4b) implies that in SIC-DFT there is no longer any In addition to the standard DFT calculations, P-SIC-
freedom to represent the occupied KS orbitals in either caBLYP and SC-SIC-BLYP calculations were carried out using
nonical or localized form; instead, this choice is stipulated bythe direct minimization procedure described in the previous
the energy minimization. As a rule, the optimal KS orbitalssection. Finally, as a reference, we calculated equilibrium
turn out to be localized® bond distances, dissociation energies, and binding curves for
Solving Egs.(4a and (4b) self-consistently is difficult 2 and3 at the CCSDT) level of theory’® When calculating
and time-consuming. A reasonable compromise in manyhe dissociation curves @&and3, the distanc& between the
cases is to perform a standard KS-DFT calculation and ttheavy atoms was used as reaction coordinate and the geom-
caIcuIateES'E subsequently. KS-DFT gives no clue as to howetry of the molecule was reoptimized for eaRltonsidered.
the orbitals should be chosen to maX|mE§'E (and hence For the SC-SIC-DFT calculations, the corresponding
minimize the total energy In self-consistentSC) SIC-DFT  CCSOT) geometries were used, otherwise all geometries
calculations, the optimal KS orbitals are localized in mostwere optimized with the current method. Dunning’s valence
cases, and therefo&i'CE is usually calculated from localized triple-zeta basis set cc-pVT@®Ref. 51 was used for all cal-
molecular orbitals(LMOs). The resulting perturbativéP-) culations except the SC-SIC calculations where we had to
SIC-DFT makes it possible to estimate the pure electronicesort to Dunning’s valence double-zeta basis set cc-pvDZ
effects of the SIE and SIC-DFT at relatively low computa- (Ref. 51 to avoid convergence problems.
tional cost compared to a standard DFT calculation. For P-SIC, SC-SIC, and CCS$D), analytical energy
Both P-SIC-DFT and SC-SIC-DFT have been imple-gradients were not available. Therefore, the quantitiesnd
mented in thecOLOGNE 2003program packagé: P-SIC-DFT D, were determined by interpolating the calculated points on
was implemented into an existing SCF codeaiLOGNE the dissociation curve with a cubic spline and calculating the
2003 which uses repeated diagonalization of the Fock matrixminimum of this spline function. As for the impact of the
The orbital localization is done according to the SIE on the vibrational spectrum, we evaluated the adiabatic
Foster—Boy¥ criterion. For the implementation of SC-SIC- stretching frequencies?(X—X) (Ref. 52 (X=H,B,C) for 1,
DFT, a repeated diagonalization of the Fock matrix is an2, and 3 at all levels of theory used. The force constant
inappropriate approach because, due to #4), the occu- belonging to the adiabatic stretching frequency is the curva-
pied orbitals are not invariant with respect to internal rota-ture of the dissociation curve at. For 1, the adiabatic
tions and, in addition, localized, i.e., essentially differentvibrational mode is identical with the harmonic vibration. In
from the canonical orbitals generated in standard KS-DFThis case, a comparison of the calculated values obthand
calculations. Therefore, the SC-SIC-DFT equations arew, provides an insight into the numerical error brought about
solved with a univariate search method similar to that ofby the spline interpolation.
Seeger and PopfE.Both a scaled steepest-descent approach  For the purpose of investigating the existence and stabil-

IEiS'C(r)=|E—|EiSIE, (39
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FIG. 1. BLYP/cc-pVTZ geometries used for the stability investigations of
the covalent and ionic states o§iB; and GH¢ . Values in square brackets
refer to the CCSDT)/cc-pVTZ geometriegsee Sec. Il for detai)s Bond

lengths in A, angles in deg.
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Slater (S) exchanggRef. 53 and the functional VWN5 of
Vosko, Wilk, and Nusaff’ and SC-SIC-SVWNS5 in addition.
Stability tests***were performed for all methods except SC-
SIC. In a first approach, CCSD)/cc-pVTZ-based geom-
etries were used in all SC-SIC calculations. These geom-
etries were prepared in the following ways: For the ionic
states, we started from the geometries of the neutral and
ionic fragments, i.e., BK(4') and BH, (4") for 2, CH; (5)

and CH (5%) for 3, and assembled these fragments at a
distance of 10 A between the heavy atoms using the appro-
priate symmetry C,, according to HBBH dihedral angles of
90° for 2, C;, in the staggered conformation f8j. For the
covalent states, we performed CCSVcc-pVTZ geometry
optimizations. The fragments in the covalent states were
forced to be planar, i.e., we adjusted the CCH and BBH bond
angles to exactly 90° to make the geometries consistent to
those of the ionic states. The CC8D geometries were
tested by numerical SC-SIC-DFT optimizations, which led to
some unexpected results. CCSD and SC-SIC-BLYP ge-
ometries are shown in Fig. 1. While SIC-DFT calculations
were done withcoLOGNE 2003(Ref. 41) using the method
described aboveycEs 2(Ref. 56 was used for the CCSD)
calculations, andsAussIAN 98 (Ref. 57 for all other calcu-

lations.

IV. RESULTS AND DISCUSSION

Table | presents heavy atom dissociation energies, equi-
librium distances, and vibrational frequencies o2, and3.
In Table Il, the SIE calculated for the radical cations is par-

titioned into a pure electronic, an orbital relaxation, and a
geometry relaxation part using P-SIC and SC-SIC energies

for BLYP at fixed and optimized geometries.

A. Investigation of the self-interaction error

ity of covalent and ionic states, each of these states was For the three radical cations, DFT overbinds the molecu-
calculated forl, 2, and3 at a bond length of 10 A with the lar cations by 4-5 kcal/mol. The overbinding decreases as
four DFT functionals mentioned above, additionally with HF the portion of exact exchange in the XC functional is in-

and SC-SIC-BLYP. Fo8, the two states were calculated with creased. HFLYP, which exclusively contains exact exchange,

TABLE |. Dissociation energies, equilibrium bond lengths, and harmonic vibrational frequencies for radical

cationsl, 2, and3.2

1 2 3

De e We w: De le We wg De le We wg
BLYP 69.09 1.136 1881.8 1844 62.44 1.789 519.9 526 56.41 2.007 372.8
B3LYP 67.84 1.114 2003.6 1946 60.91 1.807 507.8 483 54.83 1.967 4189
BH-HLYP 66.38 1.089 2140.1 2066 57.56 1.846 487.8 464 51.14 1940 464.5
HFLYP 64.29 1.057 2335.8 2187 55.40 1.876 493.8 486 47.94 1.893 536.1
P-SIC-BLYP 64.36 1.046 2226 50.4 1.944 476 53.9 1.918
SC-SIC-BLYP 64.29 1.057 2187 54.6 1.922 535 56.5 1.944
CCSIIT)" 64.28 1.057 2187 58.24 1.830 523 52.48 1.931
Expt® 64.42 1.052 2321

338
398
420
534
519
564
520

#P-SIC-BLYP calculations at BLYP geometries, SC-SIC-BLYP calculations at GTS§eometries. SC-SIC
calculations done with Dunning’s cc-pVDZ basis &eéef. 5J). All other calculations with Dunning’s cc-pVTZ
basis setRef. 57). Energies in kcal/mol, bond distances in A, frequencies in‘triihe w, values shown are
for the H—H, B—B, and C—C stretching vibrations, respectively. For an explanation of the adiabatic frequencies

i, see text and Ref. 52.
bFor 1, the UHF values are taken.

‘From K. P. Huber and G. Herzber@onstants of Diatomic Moleculg®&an Nostrand Reinhold, New York,
1979. The D, value has been calculated from the experimebigland » values.
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TABLE II. Decomposition of the self-interaction err@¢8IE) on the dissociation energies of the hydrogen
radical cation ion(1), the borane radical catiof2), and the ethane radical cati¢8).?

SIE SIE
Molecule Method Effect molecule fragments AD, D¢
1 BLYP 69.10
P-SIC pe 3.86 -1.05 —491 64.18
SC-SIC or -1.01 —0.36 0.10 64.28
exact 64.42
2 BLYP 62.44
P-SIC pe 6.69 —5.68 —12.37 50.07
(—5.68,0.25
P-SIC, opt gr —-1.80 -1.47 -0.33 50.40
SC-SIC or —13.36 —9.89 3.47 53.54
(4.99-4.90
SC-SIC, opt ar —-1.32 —0.26 —1.06 54.60
exact 58.24
3 BLYP 56.41
P-SIC pe 60.97 57.51 —3.46 52.95
(18.63,38.88
P-SIC, opt ar —1.45 —-0.5 —0.95 53.90
SC-SIC or —42.04 38.74 3.30 56.25
(20.14-18.60
SC-SIC, opt ar —-1.25 -1.0 —-0.25 56.5
exact 52.48

2All values in kcal/mol. Abbreviations denote the pure electrdpi® effect, the orbital relaxatiolor) effect,
and the geometry relaxatiqgr) effect of the SIEAD, gives the total SIE of molecule and fragments on the
dissociation energf). . ExactD,, values are taken from the experimental valuelfand the CCSOT) values
for 2 and 3 (see Table). Numbers in parentheses denote the SIE for the ionic and radicalic fragment.

underestimates the binding energie2@hnd3 by 3.1 and 4.5 leads to exaggeration, an overestimation to a reduction of the
kcal/mol, respectiveljwith reference to the CCSD) val-  stretching frequency. The behavior ®fis again opposite to
ues, see Table]l The inclusion of SIC counteracts the that of 1 and3: For 1 and 3, the frequencies increase, far
overbinding. P-SIC-BLYP reducd3, values by 4.91), 12.4  they decrease with increasing facty:. Comparingw, and
(2), and 3.5 kcal/mol3) where the absolute effects on the w3 for the standard-DFT calculations f@and 3 one finds
radical cation are considerably larger but are partially comthat thew? values correctly reflect trends in the vibrational
pensated by the SIEs of the fragments. The adjustment of thfeequencies. A caveat is however appropriate: dhandwd
orbitals to the self-interaction corrected description is signifi-values for1l (which should be identicaldiffer by 60—150
cant for polyatomic radical cations: In the case2ahe D,  cm ! due to numerical errors in the spline-interpolation pro-
value is increased again by 3.8 kcal/nftilus compensating cedure used to calculat®?, which has to be considered
the P-SIC effect oD, by almost 30% whereas in the case when discussing the adiabatic stretching frequencies.
of 3 the pure electronic effect is literally canceled by orbital SIC-DFT fails to lead to a significant improvement in
relaxation. Geometry relaxation leads only to small changebothD,, r., or g values of radical cationgvith more than
both at the P-SIC and SC-SIC levels of the¢Fable 1I). one electron It seems to approach the HFLYP or BH-HLYP
In summary, SIC-DFT improves only the dissociation values. However this does not guarantee an improvement in
energy ofl because SC-SIC-BLYP is identical with HF for a the description of the equilibrium properties of the radical
one-electron system such 4s SIC-DFT leads to no im- cations.
provement in the case of radical cati@rand even deterio-
rates theD value in the case &. BLYP overestimates fot ) ]
and 3 the bond lengthg1.136 and 2.007 A, Table) by 1. Analysis of the SIE in dependence
nearly 0.1 AfCCSD(T) values: 1.057 and 1.931]Awhereas of the separation distance
the BLYP bond length foR (1.789 A) is too short by 0.04 A Figures 2a), 2(b), and Zc) show the dissociation curves
[CCSDT): 1.830 Al Increasing the portion of exact ex- for 1, 2, and 3 in the range 1.4-5 A. All methods give a
change will decrease the bond lengthliand3 but increase  qualitatively correct description around the equilibrium bond
itin 2: HFLYP (1.876 A) gives too long a bond i@ and too  distance, with the tendency of DFT to overbind the molecu-
short one in3 (1.893 A). P-SIC, in contrast, predicts too lar cation. However, the DFT binding curves are qualitatively
short bonds inl (1.046 A and3 (1.918 A and too long a incorrect in the dissociation limit, as has been pointed out
bond in2 (1.944 A, Table ). SC-SIC shows the same trends, earlier’3338 |nstead of increasing monotonously towards
however, the deviations of the values(1.057, 1.922, 1.944 the limit of zero, the molecule passes an artificial transition
A) from the reference values are smaller than for P-SIC. state, and for larger interaction distand®she bond energy
The vibrational frequencies follow the trends in the cal-decreases and converges slowly towards a limit, which may
culated bond lengths in the way that an underestimatian of even be below the bond energy at equilibrium. This incorrect
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FIG. 2. Dissociation curves for}!(a), BZHI (b), and QHg (c) calculated with DFT and wave-function methods. The SIE obtained with P-SIC-BLYP
(P-SIE-B and SC-SIC-BLYRSC-SIE-B is given relative to the SIEs of the fragments. Dunning’s cc-pVTZ basiRsdt 51 was used for all calculations.
For details of the calculations, see text.
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behavior is present for all pure and hybrid DFT exchangeorbital, in particular if a GGA functional is used. In the ionic

functionals but becomes less distinct ag increases. The state, all orbitals are localized, hence one can expect that the

transition state can be seen most clearly¥¢Fig. 2(a)] but
is also present foR and 3, where it occurs at larger interac-
tion distances.

HFLYP as well as SC-SIC-BLYP give a qualitatively

correct description of the dissociation. P-SIC-BLYP over-
compensates the error of BLYP, i.e., the supermolecule has a
higher energy than the fragments for large interaction dis

tances(Fig. 2). However, the absolute energy difference be

tween supermolecule and fragments is smaller in the limit o

largeR for P-SIC-BLYP than for standard BLYP. The P-SIC

energies are calculated based on a BLYP description, WhiCI‘l

predicts a covalent ground state even for laRjehence,

supermolecule and fragments are described differently;

which accounts for the energy difference. For SC-SIC, in
contrast, one finds that the ground state becomes ionic be

yond a certainR [defining a bifurcation point, at which a
broken symmetry(BS) solution describing an ionic super-
molecule state is lower in enerpfor the two systems inves-

tigated. This means that supermolecule and fragment are d

scribed equivalently and thus have the same energy.
The fact that(i) the error in the description of the disso-
ciation becomes smaller ag, increases andii) SC-SIC-

DFT remedies the error indicate that the deviation should b
caused by the SIE. The behavior of the SIE for large bon§

lengthsR between the fragments A and B can be rationalize
with a simple estimatiof?®® Let o4 and ¢4 be the valence
densities for the case that the unpaired electron is localized

magnitude of the SIE is small, i.elx '~J,. This assump-
tion gives
1 1
SIE__ |~ _ L 8
ESE (2 C)JA+4R. ®

[ —
<0

Hence, for larger the SIE of the delocalized valence orbital,

¥vhich makes the main contribution to the total SIE, contains
a negative constant term, which accounts for the underbind-
ng of radical cations in standard DFT, and a positive Cou-
omb term, which accounts for the repulsion of the fragments
and the occurrence of an artificial transition state in the dis-

sociation curve. In Fig. 2, both the calculated P-SIE-B and
C-SIE-B values are given as a functionRfBoth curves

S
are in agreement with Eg8) for large R. The SC-SIE-B
curve approaches for all radical cations the BLYP dissocia-
tion curve and defines the limit for lardg® which is equal to

the self-repulsion), of one electron multiplied by the nega-
five factor (0.5—C). The P-SIE-B curve is below the SC-
SIE-B (the magnitude of the P-SIE contribution @, is
always larger than that of the SC-SIE-B contribujidye-
cause of the missing orbital relaxation, which becomes larger
or increasingR. If a hybrid functional is used expressi@8)

as to be multiplied by + ay, i.e., the qualitative behavior

of the binding curve remains unchanged but the SIE and the

gtorresponding error in thB, values become smaller.

A or B, respectively. The valence density of the covalenty, gxchange hole description of the SIE

state is then to a good approximatigfy,,= (04 + 05)/2. The
Coulomb self-interaction of the valence orbital for the ionic
state is

1 1
‘]A:JBZEI d3rlf d3r2r—lzgf&(r1)gf&(r2), ©)

wherer ,=|r;—r,|. For the covalent state, one will get

1 1

‘]COVIE‘JA+ ﬁ (6)

In Fig. 3, the exchange hole of the single electrod in
shown for twoR values as calculated with HF and two DFT
functionals. Exchange is equal to self-excharigeraelec-
tronic exchanggin this case and the HF exchange hole cor-
responds to the negative density distribution of the single
electron. The HF hole is delocalized and independent of the
position of the electron, i.e., it is a static hole. The LDA hole
shown in Fig. 8a) (calculated with Slater exchange and us-
ing the HF density to facilitate the comparigda localized
at the position of the electraiin Fig. 3, this is the position of

if one assumes th& is large compared to the spatial extent nucleus Hl, spherically symmetric, and at its lowest point
of o4 ande}y. The Coulomb self-interaction of the valence —p(r). For a single electron the SIC-LDA hole is exactly
orbital behaves differently for the ionic and covalent statesequal to the HF exchange hdlerovided the same density is
While J, is asymptotically constant].,, contains a term used to describe the holes
decaying as 1R resulting in an artificial Coulomb repulsion The difference between the LDA and the SIC-LDA hole
between the two halves of the valence charge. defines the SIE part of the hole, which is also shown in Fig.
The pure-DFT self-exchange energies for the two stated(d. It describes a long-range correlation effect: If the single
electron is positioned at H1 a second electron is most likely
found at nucleus H2 thus separating two electrons by the

are

Ex=EX[e4l, (78 internuclear distanc€l A in Fig. 3@]. Hence, a nondy-
X X b namic correlation effect is described by the LDA exchange
Eco=2E7[204] (7b) hole, which is not needed in the case of a single electron so
_ CE,>§. (70 that an artificial stabilization results for the radical cation. It

is this stabilization, which lowers the DFT energy of the

For LDA, C=2"%3~0.79; for a gradient-corrected func- radical cation and makes the covalent solution artificially
tional, C should be close to this value, hen€s>1/2 isto be  stable against any symmetry breaking leading to the ionic
expected in all cases. As has been suggested Noodleman asalution.

co-workers* and confirmed by Polo and co-workérsthe In Fig. 3b), the GGA exchange hole calculated for the

SIE is smaller in magnitude for a localized than a delocalizedW91 exchange functiongfor Becke 88 exchange an ex-
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01 : : : ' : At 3.5 A, the HF exchange hole of the covalent state of
SIE-LDA Hy* 1 is delocalized over the whole internuclear separation dis-
S tance[Fig. 3(c)]. The LDA and the GGA holes become iden-
tical because the densities of the two atoms resemble those of
isolated atoms, which give for LDA and GGA the same ex-
change hole provided the reference electron is located at the
nucleus where the reduced gradient vanishes. The SIE de-
scribes now an even stronger long range correlation effect
(the virtual second electron is separated over a larger dis-
tanceR), which leads to stronger stabilization. The form of
the SIE hole converges to a limit that can be anticipated from
the form of the SIE hole at 3.5 A and this limit is given in
2 45 1 205 0 05 1 15 2 Eq. (8) for R—% as (0.5-C)J,. Since J, is the self-
(a) R(HH) [A] repulsion part, which at the HF level is equal to the negative
self-exchange part, the SIE hole Rt~ must be the nega-
01 ' ' ' ' ' tive of the HF exchange hol@rovided the same density is
SIE-GGA by Hy* used for the construction of the exchange hpl&kis means
fn that the DFT dissociation curves in Fig. 2 converge to (1
—app) (0.5-C)J,.

o
o
i

(=}

b

o

G
}

Exchange hole [e Bohr™ 3]
5 \

H1 1A H2

3. The SIE at short separation distances

Exchange and SIE hole &=1 A [Figs. 3a) and 3b)]
reveal that one can no longer speak of two separated negative
charges of 0.6. Equationg5)—(8) hold for R values that are

| ; large enough so that the two fragments are well separated.
H1 Jaca He For smallR values, the atomic densities penetrate each other,
-0.15 , . st , 1 a substantial bond density is present, and the SIE behaves
-2 -1.5 -1 -05 0 0.5 1 1.5 2 . ..
0) RHH) A differently than fpr IqrgeR. This is reflected_most clearly by
the SIE curves in Figs.(3), 2(b), and Zc) in the R-range

01 ————— close to the equilibrium distance wheEg'= becomes less

H,* positive than predicted by E@8). This implies a less nega-
SIELDA -~ 4 tive derivative &EZ'/dR than given by— 1/(4R?) [see Eq.
SEGGA % || (8] The derivative &3,/dR becomes even zero and then
3 ’ adopts positive values so that a maximum is foundRat
~2.2 A for 2 and at about 1.8 A foB.
The deviations ofES'E from the expression in Eq8)
HF H observed for smalR have two reasons. Figuréal gives the
total SIE energy fo2 and its orbital contributions calculated
at the P-SIC-BLYP level of theory. One sees that the SIE of
) the bond orbital determines largely the trend observed for the
H1 854 H2 total P-SIE in Fig. #). For smallR, the spatial extent of
25 o2 15 1 05 0 05 1 15 2 25 0ag Plays an increasing role for the SIE of the valence elec-
tron as anticipated from the form of the exchange holes
shown in Fig. 3. Equatioii8) is no longer applicable. Sec-
FIG. 3. Graphical representation of the exchange hole calculated foond, one sees that the SIE of the X—H bond Ol’bi(a(s
H; (*3g) along the bond axis at the HF, LDASVWNS), and GGA  _B () is no longer constant for smaR but becomes more
(PW91PW91 level of theory for separation distances ofa and 5 A(c). . . .
The reference electron is positioned at H1. For one electron the HF exnegatlve. Given that there are 8 or 12 electrons in X-H
change hole is equal to the SIC-DFT exchange hole. The SIE part of th@onds for2 and 3, respectively, the SIE of these orbitals
DFT exchange hole is given as the difference between DFT and SIC-DFtiominates the total SIE for smdX.
exchange hole. All calculations with a cc-pVTZ basis set at the experimental An analysis of the geometry ¢ reveals that the B—H
geometry. bond length increases and the HBH bond angles decrease for
decreasingR: While for R=3.0A, r(BH)=1.176 A and
/(HBH)=157.5°, atR=1.8 A one findsr(BH)=1.192 A
change hole is not defingts shown. Although details of the and 2/ (HBH)=147.8°. This change of the bond length is due
exchange hole are now different compared to the LDA exto hyperconjugation effects id (Scheme & As R decreases,
change holdfor a detailed discussion of the differences, seea pseudos(BH,) orbital can interact with the emptyp2r
Ref. 5, the general conclusion with regard to the SIE holeorbital at the other B atom. This leads to a stabilization of the
remain the same: It describes a nondynamic correlation eBB bond and the observed elongation of the B—H bonds. As
fect as if a second electron would be present. a consequence of hyperconjugation, the B—H bond orbitals

Exchange hole [e Bohr?]
°

f=1
o=
i

. 0
- e
-------

f==1

o
1=
i

Exchange hole [e Bohr3]

-0.14

() R(HH) [A]
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FIG. 4. Orbital contributions to the SIE ¢&) B,H; and(b) C,H{ given as
a function of separation distand® Calculations at the P-SIC-BLYP/cc-
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become more delocalized, both directly through the hyper-
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first order B2H4+
+ @@/\@ hyperconjugation :.‘—.
TR S H L
...... <H ot

pseudo-m(BH,)

second order

hyperconjugation 3 ".‘
&@ R -
T — .
@ @ ' . v
+ pseudo-n(CHg) pseudo-n*(CHy)
pseudo-n(CHj) pseudo-n*(CHz) CZI‘I6Jr

First order hyperconjugation inBi; and second order hyperconjugation in
C,Hg .

Generally, the SIE for an occupied orbital is more nega-
tive the more delocalized this orbital is: The exact self-
repulsion of an electron becomes large for a spherically sym-
metric orbital and small if the orbital is delocalized. The DFT
expression folEy is essentially an integral over, i.e., it is
relatively insensitive to the difference between a “compact”
(i.e., nearly spherically symmetji@and an extended orbital.
Thus, for a given X functional the SIE of an extended orbital
is more negative than that of a compact one. BEEKESS
exchange function&i is adjusted to noble-gas atoms, i.e.,
spherical charge distributions. Consequently it yields nega-
tive SIEs for extended orbitafs.

In 3, only second order hyperconjugation involving the
occupied pseudar(CH,3) orbitals and the pseuds?* (CH,)
orbitals can take place. Second-order hyperconjugation is
much weaker than first-order hyperconjugation and therefore
its effects become only significant at shorter X—X distance.
Consequently, the impact & on the geometry of the frag-
ments is smallerr (CH)=1.105 A and/ (HCH)=117.3° for
R=1.8A, r(CH)=1.101A and ~(HCH)=119.8° for R
=3.0A, and the direct delocalization of the X—H bond or-
bitals caused by hyperconjugation is weaker than in the case
of 2. This explains that the maximum for the total SIE occurs
at a smallerR value for 3 than for2 [Figs. 4a) and 4b)].
However, the SIE fol3 becomes stronglyr-dependent be-
tween 1.4 and 1.6 A. This behavior indicates a change in the
orbital occupation: For smalR, the two degenerate C-C
antibonding pseudar(CHj) orbitals (le,-symmetry are the
HOMO's. With increasing distanc® the le;-orbitals be-
come less C—C antibonding and are stabilized whereas the
3ay orbital [o(CC)] is destabilized because of decreasing
bonding overlap. FoR values around the equilibrium bond
length and above, the unpaired electron is in thg @rbital.

For smallR, in contrast, it is in one of the degenerate,1
orbitals, which results in a Jahn-Teller distorfidand even-
tually to a change of the SIE contributions of the C—H bond
orbitals.

The SIE for the X—H bond orbitals is different farand

conjugation and indirectly through the bond elongation. Ing spin. For largeR, the SIE of thea spin—orbitals is more
addition, the decrease in the HBH bond angle requires aegative, for smalR, that of the 8 spin—orbitals becomes
further delocalization of the B—H bond orbitals to maintain more negative. In the first case, theX—H bond orbitals

orthogonality.

have to be orthogonal not only to each other but also to the
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X—X bond orbital, which results to an additional delocaliza-are electronically unstable, the smallestdecreasing with
tion (due to orthogonalization tajlsand to a more negative decreasingaye (Table lll). The instability is related to an
SIE. In the second case, the hyperconjugation effects and thexcitation for the unpaired electron that, depending on the
resulting delocalization is more efficient for thethan for  sign of the expansion coefficient, leads to the bonding or the
the « orbitals because delocalization the latter is limited byantibonding covalent state of the molecule, respectively.
interelectronic exchange with the unpaired delocalized Molecule 2 behaves differently: the ionic states are stable
electron of the X—X bond. This explains the difference in thewith the smallesi approximately independent @ (val-
SIEs for smallrR. ues between 0.046 and 0.052; Tablg.Hlowever, the ion-
The behavior of the SIE arourRR=r allows us to ex- icity of the ionic states of decreases as decreases, and
plain the deviations of the calculated DFT valuesifgiand  at BLYP this state is nearly covalent. The exceptional behav-
we. If dESER>0 aroundR=r,, i.e., the SIE leads to an ior of 2 can be related to geometry effects. But before we
extra stabilization for decreasirfigg DFT will underestimate consider this aspect, the correct dissociation limits of radical
re, for dES5JR<0, i.e., the SIE leads to an extra stabiliza- cations in general will be discussed. As mentioned in the
tion for increasingR, r. will be overestimated. Indeed, we Introduction, there are misconceptions in the literature,
find that DFT gives too large. values forl and 3 [weak which we want to correct at this point.
second order hyperconjugation and a dominance of the SIE
expressed by Ed8)] and too small am, value for2 (strong 1. Experimentally observed dissociation limits
first order hyperconjugation and a SIE dominated by the BHand their correct quantum chemical description
orbital contributions P-SIC overestimates the error made in

dard leulati h ‘ hi In reality, the dissociation of a radical cation with a one-
stan ar D.FT caicu ations w ereas for S_C'SIC'DFT tiSgiectron bond will always lead to a cationic and a neutral
overestimation is reduced by orbital relaxations.

a ) ) fragment rather than two fragments with charg&/2 each.
The wg frequencies are directly related to the curvatureg, o this fact it has been concludéske, e.g., Refs. 33 and
of the dissociation curve &=r.. The SIE is a concave gg) ot the electronic ground state of a radical cation with a

functi_on of_R_at re (Fig. 2), hence it_ makesf the curvature Of_ large (but still finite) bond length should be ionic, i.e., break
the dissociation curve more negative, which should result ig;, symmetry of the molecule if there is any. This is, how-
an underestimation ab, values. This is confirmed fak and ’ ’

3 but not for2. This apparent contradiction can be resolved

by considering the bond lengths: FarDFT underestimates ., nq state is always covalent. It consists of two equivalent
the bond lengths and shifts, into a region with a stronger fa4ments with a charge of 1/2, which also holds for the

curvature of the dissociation curve. The effect of this shiftg ot oy cited state. As the distance of the fragments increases,
outweights the direct influence of the negative curvature of,e eycitation energy of the first excited state decreases ex-
the SIE term. Conversely, fdrand3, DFT overestimates the  ,hantially. The ground and first excited state can be super-

bond length, and. is shifted into a region with a lower ,nq04 to form two equivalent ionic states. These ionic
curvatur(nT of t'he dISSOCIaatIOI’] curve, which results in a furtheig; oo are, however, no eigenstates but quasistationary states
underestimation of the, values. (with a lifetime that grows exponentially as the fragments are
drawn apait and an energy roughly halfway between the
energies of the two eigenstatd$ie asymmetric dissociation
of a symmetric diatomic radical cation can thus not be ex-
In Table Ill, the relative energies and the electronic staplained from its electronic ground state alon®ne has to
bilities of the covalent and ionic states bf2, and3 for an  keep in mind that the dissociation is a dynamic process,
interaction distance of 10 A are listed. At the HF level of which cannot be described completely by a zeroth-order
theory, the ionic state is lower in energy for b@&hand3than  Born—Oppenheimer approximation. At some distaR¢c¢he
the covalent one by 18.4 or 15.7 kcal/mol, respectivelyunpaired electron will get attached to one of the fragments.
Radical catiorl, on the contrary, does not have an ionic HF Once this has happened it is unlikely that the electron tunnels
state (a BS-UHF solution cannot exjstThe ionic ground to the other fragment, so that one is eventually left with a
states are stable, while the covalent state is unstable witheutral and an ionic fragment. Hence, in reality the dissocia-
respect to a transition of the unpaired electron to either of théion will always take place nonadiabatically and asymmetri-
two fragments. Adding the LYP correlation functional to the cally.
HF exchange gives a slight decrease of the energy splittings The situation is different for polyatomic radical cations
(by 3.3 or 2.2 kcal/mol, respectivelyo 15.1 and 13.5 kcal/ provided that geometry relaxation leading to an ionic state is
mol (Table IIl), which does not change the picture qualita-taken into account. In this case, the ionic state will generally
tively. However, if the exchange is described partly or com-have a lower energy than the covalent one due to symmetry-
pletely by a DFT functional the covalent state will becomebreaking geometry relaxations. If the system under consider-
the ground state, and the ionic state is destabilized moration is asymmetric from the beginning as is the case for the
strongly the smallea is. The covalent state becomes elec-MnO* and MnQ; ions studied by Buijse and co-workéfs,
tronically stable, with the lowest eigenvalue of the Hessiarthe ground state and the first excited state of the radical cat-
increasing with decreasirg,: (Table IlI). ion are no longer covalent: In the ground state, the unpaired
The ionic states, in contrast, are less stable electronicallglectron is shifted toward the more electronegative fragment,
and difficult to locate for UDFT. Fot and3, the ionic states in the excited state to the more electropositive one where this

ever, not generally correct.
For a dissociating symmetric diatomic radical cation, the

B. Dissociation limits and the self-interaction error
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TABLE Ill. Energies, stabilities, and ionicities for the covalent and ionic states of radical cdtjighsnd3.2

Molecule Method Georh. Ecov Eion—Ecov  Mcov Nion d
1 HF —0.49982 0.000
BH-HLYP —0.54579 29.64 0.203 —0.089  1.0000
B3LYP —0.57790 47.52 0.328 —0.136  1.0000
BLYP —-0.59440 60.77 0.389 —0.176  1.0000
2 HE i —51.24008 —18.40 —0.048 0.050  1.0000
c -8.13 0.058  1.0000
HELYP i —51.55256 —15.11  —0.038 0.049 1.0000
c 6.09 —0.038  1.0000
BH-HLYP i —51.56842 3.27 0.096 0.047 0.4496
c 16.02 —0.102  1.0000
B3LYP i —51.62313 4.60 0.177 0.046 0.2284
c 30.00 —-0.189  1.0000
BLYP i —51.59176 4.83 0.189 0.050' 0.1679
c 37.45 —0.246  1.0000
SC-SIC-BLYP i —51.52315 —15.86 1.0000
c 1.44 1.0000
MP2 c —51.37692 0.10 1.0000
CISD c —51.39840  —2.05
3 HE i —-78.80041 —15.72  —0.091 0.101  1.0000
c —15.50
HFLYP i —79.31621 -13.48 —0.080 0.101  1.0000
c —13.41
BH-HLYP i —79.32604 15.17 0.089 —0.097  1.0000
c —15.08
B3LYP i —79.40687 33.16 0.169 —0.210  1.0000
c 33.26
BLYP i —79.36768 45.30 0.165 —0.283  1.0000
c 45.40
SC-SIC-BLYP i —79.23899  —1.45 1.0000
SVWNS5 i —78.58976 47.00 0.166 —0.293  1.0000
SC-SIC-SVWN5 i —79.60827 3.94 1.0000
MP2 c —79.11949 2.60 1.0000
CISD c —79.12381  —4.95

&Calculations with Dunning’s cc-pVDZ basis s®ef. 51 for SC-SIC calculations, otherwise with Dunning’s
cc-pVTZ basis setRef. 5). CCSOT) geometries modified as described in Sec. Il were used.XThalues

are the lowest eigenvalues of the Hessian matrix. Absolute energies and Hessian eigenvalues in Hartree units,
relative energies in kcal/mol.

bGeometry at which the ionic state is calculatedgeometry of the covalent staiegeometry of the ionic state.

“The ionicityd is given asd=(qa—qg)/(qa+Js), Whereg, andqgg are the charges of the ionic and radicalic

parts, respectively.

“These states have twoovalen} or one(ionic statey positive Hessian eigenvalues that are smaller than 0.01
Hartree. These eigenvalues are relate@do— p excitations for the unpaired electron. The values given in

the table are the next-lowest eigenvalues.

effect is more distinct the more the electronegativities of thepractical calculation schemes may influence the picture
fragment differ. Obviously, a covalent dissociation limit doesqualitatively, yielding either a pair of equivalent ionic ground
no longer exist for the ground state situation. states or a covalent ground state with a nonvanishing stabil-
Both exact wave function theof?VFT) and exact KS- ity, and that the predicted ground state depends on the
DFT have to yield a covalent ground state for symmetricmethod used.
molecules, as long as geometry relaxation is limited to that
of the covalent ground state. For bond lengths around the L
equilibrium value, the covalent ground state has a high elecg' Dissociation limits at the HF level
tronic stability and is reproduced qualitatively correctly by If all orbitals except that of the unpaired electron were
approximate computational methods. For long interactiorfrozen, HF would show the same behavior as exact WFT.
distances, the stability of the covalent state decays to zeréjowever, the UHF orbitals are flexible, which allows to
and the covalent and the ionic states become nearly degesimulate a specific correlation effect occurring in odd-
erate, consequently there is a continuum of nearly degeneragtectron bonds: At the fragment where the unpaired electron
guasistationary states that are partly ionic. This is shown ims to be found, the other electrons are more widely spread
Fig. 5. There is no bifurcation from the covalent state intointo space than at the other fragment. The core orbitals are
two equivalent ionic states as has been asserted, e.g., in Refsore diffuse at the fragment that contains the unpaired elec-
33 and 38. The low variance of the total energy with respectron. For the ionic state, this is a simple orbital relaxation
to the ionicity implies that even small inconsistencies ineffect, which is covered by BS-UHF. Consequently, UHF
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excitations(CISD) (Ref. 61 yields ionic ground states with
energy splittings of-2.0 and—5.0 kcal/mol. High-levelb
initio methods based on a HF reference wave function will
give nearly identical results for a symmetric and a BS-UHF
reference, besides, they will tend to reduce the ionicity of the
wave function for a BS-UHF reference as can be seen e.g., in
Fig. 1 of Ref. 21 for the case of quadratic CI$QCISD).%2

If correlation effects are incorporated by a DFT correla-
tion functional as in HFLYP, the correlation functional will
be insensitive to the unbalanced description of the covalent
and ionic states. Besides, the DFT correlation functional does
not describe the nondynamic correlation effects between the
unpaired electron and the paired ones. This is why the inclu-

sion of the LYP correlation functional in HFLYP leaves the

FIG. 5. Schematic representation of the exact, HF, and DFT descriptions gfredictions from HF essentially unchanged.
the dissociation of radical cations with one-electron bonds.

4. Dissociation limits at the DFT level of theory
will incorrectly favor the ionic over the covalent stdteee L o
Ref. 34b) in this connectioh Consequently, there will be i Iga ?St;_llJ_DZT Czlilf_ulat:onﬂ:s perfo:metd,ttf:e '_Ont'ﬁ states
two equivalent ionic ground states and the covalent state wil/!! b€ stabiiized refative to the covalent stateé in the same

become electronically unstablsee Fig. 5. These effects way 33 fodr BS'U"HF' I-tlovx{e\r/]er(; tS'Stﬁﬁecfc'W'" be Sfutrr’]eng]|_|5
will be stronger the larger the bond length is, and the groundpose and usually outweigned by the influence ot the '

state energy as a function of ionicity will bifurcate at someWhICh was discussed above. Equatigh) shows that for

finite bond length(but, to reiterate it, as an artifact of UHF Isr.ng, th%S“tE for t?ﬁ (t:?valenttitate coTta![nstt\;vo te;jms,tan
rather than a feature of the real problem -independent one that favors the covalent state and a term

It should be noted that the energy gain due to the Syrnproportional to 1R that favors the ionic state. Usually the

ety brelang may e very small o ntance, {20 1% O 152 (e dominates e ol 1t e sove
A internuclear distance is treated with HF and Pople’s g 9 y

6-311() basis sef? the energy gain is as small as 0.01 for any R (called “inverse symmetry breaking” in Ref. 33

kcal/mol. At 10 A internuclear distance, the remaining weak ale-ll;?estiltgsm'ﬂuter?ecessaxg bo;dgg ‘?S”‘igge ,«?nft('ﬁot?gng&oé
covalent binding still outweights the energy gain throughv ! way ' W

. . . . 2 2
symmetry breaking, and the covalent state is stable. This i?escnpﬂon ofLin Fig. 28) (the "2, and=2, state converge

because for Li there are only weak nondynamic correlation 0 the tslargs Itlrphlt n th?[ I?.LYP descrlpélmrl.e., DFT reflectst_ I
effects betweend and X electrons. FoR and3, in contrast, correctly that the excitation energy decreases exponentiaily

with decreasingR. Consequently, the ionic state is above

BS-UHF covers relevant correlations, which is reflected by . . .
the energy gain of 8.1 and 15.7 kcal/mol, respectively, relapoth the bonding and the antibonding state for large enough

e 10 he couslent sttt the covlent geometyhe | 152 Ious electoni ranaton st ayas
covalent statgas well as the antibonding statean be re- P P

garded as an “electronic transition state” that has to be}“rc;m the.bondlng.to the a?t:jpondmgdstfate.h.]ust as V}”th the
passed when e npaieddecon i moved o one g1 TSI St sl e o seuon
ment to the other with the wave function kept single- . ) . . . i
determinantal. part in reality. There'ls no suppor.t for the plctgre given in
Ref. 38 that the localized state indicates an avoided crossing
between the two covalent states. Such an avoided crossing is
not possible for principal reasons. For Blivalues, the anti-

bonding state is above its bonding counterpart in energy.

3. Dissociation limits of WFT-based correlated
methods

The inclusion of correlations in a WFT method will
counteract the inconsistency that occurs at the HF level an . o .
the energy curve in dependence of the ionicity will becomeg' Dissociation limits predicted by SIC-DFT
flatter. It will depend on the method used whether a covalent  For standard DFT, the possible energy gain caused by
or an ionic ground state is favored: Methods that tend tesymmetry breaking is too small to compete with the stabili-
exaggerate correlation effects, such as the second-ordeation of the covalent state by the SIE. In SC-SIC-DFT, the
Mgller—Plesset methotMP2) (Ref. 60 will tend to favor  SIE is eliminated. However, the inter-electronic exchange is
the covalent ground state, whereas variational methods sudhill described with an approximate DFT functional. The
as configuration interactiofCl) can be expected to favor the question arises whether this DFT description influences the
ionic one. This is corroborated f@and3 where MP2 yields relative energies of ionic and covalent state. With an estima-
covalent ground states and energy splittings of 0.1 and 2.8on similar to that for the SIE shown in Eq&)—(8), one
kcal/mol as compared te 18.4 and—15.7 kcal/mol, respec- can indeed show that the DFT description of the interelec-
tively, for HF (see Table Ill. Cl with single and double tronic exchange favors the covalent state.
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Let o ando§ be the core densities at the two fragments ~ For SC-SIC-DFT the relative energy of covalent and
and y% and yg the corresponding density matriceg; and  ionic state are governed by two opposing effects, which may
vg are the density matrices corresponding to the valencée of the same order of magnitude. The BS-SC-SIC descrip-
electron densitieg4 and e} (the unpaired electron i2 and  tion favors the ionic dissociation limit whereas at the same

3). The exact interelectronic exchange is given by time the symmetry-adapted SC-SIC-DFT solution stabilizes
the covalent dissociation limit. Accordingly, the energy split-
pexact 3 3 pexact ting between covalent and ionic states becomes relativel
drfdr A(ry,ro) (r,r) 9 y
X'merf ! VAL T2) VAT 2 Exina small for SC-SIC-DFT(<1.5 kcal/mol for both2 and 3 if

©) BLYP is used, Table I)l. One can no longer predict the en-

both for the ionic and the covalent state. Héf%?,f}a Aisthe  ergy ordering of the two states because there is no clear
intraelectronic exchange for the core electrons in fragment Arationale to predict which of the two factors is larger in mag-
which is independent of the position of the valence electronnitude for a given radical cation. In this sense, SC-SIC-DFT

The LDA interelectronic exchange energies for the covalengllows, thanks to a fortuitous compensation of errors, a more

and the ionic state are balanced description of the covalent and ionic state of one-
electron-bonded molecules than either HF or DFT. This,

EDFT _c J' &r F)+ )]43— oY (r)43 however, does not contradict the conclusion given above that
Xnterjon™— X {lea(n +ea(n1™=ean SIC-DFT does not provide a real improvement relative to

either HF or standard DFT.
+ Q(é(r)4/3} - E)?,Fi:rltra,Aﬁ—B ’ (103 : ' rs

4/3

6. Influence of geometry relaxation
on the dissociation limit

1
Egﬂmwf:_cxfCP%{EQZU)+920)

1
- EQZ(F)4/3+

4/3

EQE(FHQE(r)} It remains to discuss the influence of geometry relax-
2 ation on the dissociation limits. Figure 1 shows that for the

ionic state of2 the fragments have clearly different geom-
A ALE (10b  etries in distinction to the case & These differences in

geometry can be explained with the Walsh counting refes:
whereCy=(3/2)(3/4m) ™2 EX1ianss iS the intraelectronic 4" has Dmh symmetry and the electron configuration
exchange for all core electrons in fragments A and B, WthI’(lO'g) (2crg) (20,)%. The 20, electrons are B—H bonding
does not depend on the position of the bonding valence ele@énd H—H antibonding, thus they favor a linear geometry for
tron. Keeping in mind the symmetry between fragments A4*. In 4, the additional electron is in a, orbital. The

1
- S o(nN*|-E

and B, this leads to linear form of the molecule becomes unstable due to a sec-
ond order Jahn-Teller effect and the radical adopts a bent
E)D(TnTterlon EQTnTtercov fo d r{ £(04(r);0%(1) fqrm with a HBH. bond angle. of 128.5°. These geomet.ry
differences contribute essentially to the energy ordering
for 2.

+ &(0;06 . .
£(0:ea(r) For the purpose of separating electronic and geometry

1 effects we calculated the ionic stateoth at its optimized
- 25(5 Qalr); Qi(r)) } (118 geometry and at the geometry of the covalent state. The ionic
states calculated at the geometry of the covalent state are, for
where the functiort is defined as HFLYP through BLYP, 20—-33 kcal/mol higher in energy
£ y) = (x+y)¥B—y4B (11b) th.an _the same states calgulated at their equilibriur_n geometry
(“lonic geometry”). For 3, in contrast, the energy difference
For all positive values of, y, 9°¢/dx?<0 for all , i.e.,£is  of the ionic states at the covalent and ionic geometries is at
a concave function o%, and it holds most 0.22 kcal/molsee Table I}, i.e., small compared to
) oy . the energy differences between the two states. As mentioned
£0xy) +£(05y) = 2£(x/2,y) <0 for all x,y>0. (12) before for SC-SIC-BLYP, the covalent and ionic states will
Hence, the integrand in Eql1g is always negative, and be close to each other in energy if both states are calculated
consequentlyEQf,Tte, is smaller in magnitude for the ionic at the covalent geometry; the absolute value of the energy
than for the covalent state. As a correct description shouldplitting is about 1.5 kcal/mol for both and 3. The energy
give the same interelectronic exchange energy for ionic andrdering cannot be predicted and may also depend on the
covalent state, this result shows that LDA overstabilizes thdunctional chosen as the SC-SIC-SVWNS5 results¥ashow.
covalent state relative to the ionic one. As the LDA partis  Clearly, when discussing ionic and covalent dissociation
the main contribution to a GGA functional, the same shouldone has to consider the geometry relaxation effects in the
hold true for the GGA description. It is interesting to note fragments generated because these can favor an asymmetric
that the energy difference brought in by the DFT description(symmetry brokep ionic dissociation. Since the geometry
of the interelectronic exchange is independeriRate., does relaxation effects are strong in the case2dbnic dissocia-
not give rise to an artificial transition state in the dissociationtion approaches the covalent dissociation predicted by all
curve or a Coulomb repulsion between the fragments. DFT methods closely whereas in the caseadff is 45 kcal/

Downloaded 08 Jan 2005 to 129.16.87.99. Redistribution subject to AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp



J. Chem. Phys., Vol. 120, No. 2, 8 January 2004

Self-interaction error 537

mol (BLYP, Table Ill) above the preferred covalent dissocia- a large region in space. Several computational methods, in

tion.

particular standard KS-DFT fail to describe this extended

exchange hole correctly.

7. The SIE of the fragments 1)

So far, only the SIE of the dissociating supermolecule
has been discussed. The SIE of the fragments is relatively
small and compensates partly the SIE for the core electrons
in the supermolecule. F&, however, SIC-DFT leads to an
inconsistency between supermolecule and fragment: Radical
5 is planar, which is described correctly both by wave-
function and standard DFT methods. The SIC-DFT ground
state form of5’, however, is pyramidal. P-SIC-BLYP/cc-
pVDZ yields an energy 4.9 kcal/mol below that of the planar
form at a pyramidalization angle of 32.2%ig. 1). This arti-
fact can be comprehended based on the different orbital lo-
calization patterns for the two geometries: Whereas for plagz)
nar5’, there are threep?(C—H) orbitals and onéunpaired
p7 orbital, the unpaired orbital in the pyramidal form gets
partial s character and fousp® hybrid orbitals are formed.
Because of the rehybridization, the SIE per C—H bond or-
bital increases from—3.8§ to |—4.6 kcal/mol, whilst the SIE
of the unpaired electron decreases fron23.9 to |—14.5
kcal/mol. This is due to a lengthening of the C—H bonds
(more expanded bond orbitals lead to a larger magnitude of
the SIB and the change from p7 to asp® orbital (with
increasings-character the orbital becomes more compact and
the magnitude of the SIE is redugedogether with small
changes in the SIE of the remaining orbitals, the total SIE3)
changes fronj—32.9 (planaj to |-26.4 kcal/mol(pyrami-
dal), i.e., the planar form is stabilized by 6.1 kcal/mol rela-
tive to the pyramidal form at the BLYP level of theory. Ac-
cordingly, the planar form becomes destabilized at P-SIC-

In the correct description, the multitude of covalent, par-
tially ionic, and ionic stategschargeq increasing from 0

to 1, see Fig. bmust be quasidegenerate for large sepa-
ration distanceR. A computational scheme that favors
either the covalent or the ionic ground state is erroneous
where the magnitude of the error can be directly derived
from the energy difference between covalent and ionic
states. A quite common misconception in the literature is
that, beyond a certaiR, the ground state of the system
should always be ionic and, consequently, it is an advan-
tage of a given computational method to predict the ionic
ground statdsee e.g., Refs. 33 and 38

It is possible that by geometry relaxations in the frag-
ments the ground state will become ionic. Fhrthis
possibility is excluded and foB the effect is small. If
geometry relaxation becomes strong because one of the
fragments can undergo a second-order Jahn-Teller distor-
tion, as found in the case & the correct description
will always favor the ionic state. However, as long as
both states are considered at the same geometry an ac-
curate method has to predict a covalent ground state with
a stability that decays to zero rapidly as the interaction
distance increases. Our calculations show that this is in-
deed the case for CCSD.

The fact that UHF predicts even for a symmetric geom-
etry an ionic ground state indicates that the treatment of
electron correlation in the ionic and the covalent state is
not balanced, similar as it is the case with the RHF and
the UHF descriptions of a bond breaking.

BLYP leading to a barrier to planarity of 4.9 kcal/mol where (43 KS-DFT with the approximate XC functionals in use

changes in the nuclear repulsion energy play also a role. For
SC-SIC-BLYP/cc-pVDZ//P-SIC-BLYP/cc-pVDZ, the stabili-
zation energy of the pyramidal form is 5.6 kcal/mol.

Due to the additional stabilization &f, theD, value for
3 reduces to 49.0 kcal/md@P-SIC-BLYP and 50.9 kcal/mol
(SC-SIC-BLYB, respectively. The corrected value for SC-
SIC is closer to the CCSD) reference valu€s2.5 kcal/mol,
Table |) than the original one. Still, the inconsistency for
fragment5® shows that the lack of unitary invariance in SIC-
DFT may give rise to an unbalanced description e.g., of re-
actant and reaction products. This may be particularly prob-
lematic when orbitals undergo a major rearrangement, as
e.g., in transition states, i.e., just in those cases where the
application of SIC-DFT is most interesting otherwise.

suffers from a large SIE caused by the exchange func-
tional. Investigation of the exchange hole shows that for
larger R the SIE is due to the unpaired electron, for
which DFT exchange simulates long-range electron cor-
relation effects with a second electron in the same or-
bital that of course does not exist. This leads to an arti-
ficial stabilization increasing with distandeto a limit
value that is equal to the self-exchange of one electron.
For a bonded electron pair, the SIE can compensate
lacking nondynamic Coulomb correlation between two
electrons, but as soon as the electron number in the bond
decreases the effect mimicked by the SIE becomes su-
perfluous and leads to a nonphysical description. The
maximum error will be found for the one-electron bond.

(4b) The SIE exchange hole is related to the SIE energy via

V. CONCLUSIONS AND OUTLOOK

The proper description of dissociating radical cations
with one-electron bonds is subtle for two reasainsAs the
fragments are removed from each other, the energy differ-
ence between the covalent and the ionic state of the molecule
decreases exponentially, and even a relative small inconsis-
tency in the calculational method used can influence the re-
sults qualitatively(ii) In the covalent state, the valence elec- (5)
tron, and consequently its exchange hole, is distributed over

the electron density. In the covalent state, the SIE is
decreased foR values larger than the, by an artificial
self-repulsion potential between the two halves of the
electron, which can be approximated by the expression
1/4R. With increasingR the artificial Coulomb repul-
sion potential decays to zero thus leading to the self-
exchange of one electron and the maximum stabilization
of the covalent state.

It is shown for the first time that DFT interelectronic
exchange leads to an additional stabilization of the cova-
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lent state relative to the ionic states of the dissociating correlation effects included by BS-SlI@tabilizing the

radical cations. This error is still present in the SIC-DFT ionic statg. Otherwise, SIC-DFT fails to describe the
description of the radical cations. equilibrium properties of the radical cations correctly.
P-SIE and SC-SIE differ considerably where these dif(11) The fragment geometry of CHs wrongly described by
ferences become larger for increasRgP-SIC exagger- SIC-DFT predicting a pyramidal rather than a planar
ates the energy correction whereas SC-SIC reduces the form. Utilizing the calculated orbital SIEs, we could
effects of P-SIC via orbital relaxation. In general, the explain this as a result of an unbalanced DFT descrip-

SC-SIC-DFT orbitals are more contracted than the DFT tion of planar and pyramidal form, which becomes ob-
orbitals because the SIE leads to an expansion of the vious when the SIE is corrected. This leads to an im-
orbitals. It is important to note that SIC has to be treated ~ provement of the dissociation energy 8f reveals
self-consistently. Perturbational SICs indeed correct the  however another shortcoming of SIC-DFT, which
artificial Coulomb repulsion and reduce the energy de-  makes it use rather problematic.

viation between supermolecule and fragments but do not  The conclusions drawn for the radical cations are di-
yield the correct energy of the molecule at large bondrectly relevant for DFT descriptions of transition states and
lengths. charge transfer complexes involving an odd number of elec-
The SIE given as a function & has an inflection point  {rons. In these cases, standard DET will give a qualitatively
because SIER) is concave close to the equilibrium X=X incorrect picture if the unpaired electron is distributed over
bond distance, however convex for larg@rThe maxi-  two ore more atomic centef8.Using a hybrid exchange
mum of SIER) (i.e., a SIE close to zeydound at a functional reduces the error, but even for BH-HLYP calcu-
critical R value typical of the radical cation investigated |ated energies may be wrong by several 10 kcal/mol. There
is influenced by a maximum compensation betweengre a number of efforts to introduce functionals that correct
Coulomb self-repulsion and self-exchange. R@maller  for the SIE. SC-SIC-DFT suggested by Perdew and Zunger
than the criticaR the SIE increases again in magnitude. and programmed in this work is computationally demanding
It was shown that this is caused by the SIE contributionsand abandons thus one of the main advantages of standard
of the XH bond orbitals which become more delocalizedDFT. A routine investigation of systems with delocalized un-
by first order(2) or second order hyperconjugatié).  paired electrons requires thus methods that correct the SIE
Since the former effect is much stronger than the lattefvhile avoiding the computational drawbacks of Perdew—
effect, the maximum of SIE) and the increase in the ZzZunger SC-SIC-DFT. The development of such methods is a
magnitude of the SIE occurs at largeffor 2 than for3.  challenging task. One way may be to refine the available
Accordingly, the equilibrium X-X distance of the latter approximate XC functionals. As the local density, its gradient
radical cation is affected by the SIE of the unpairedand possibly Laplacian do not contain information on the
a-electron(DFT yields too long a X—X bondwhereas features of the system at large distances of the reference
for 2 the SIE is affected of the B—H electro®FT  point; this will require functionals that essentially differ from
yields too short a X—X distange the currently available ones. In view of the results obtained
The SIE of the excite@antibonding covalent state in the in this work, the solution of the SIE problem cannot be its
case ofl (and probably also in the cases2fnd3) is of  elimination without changing the correlation functional. This
the same magnitude as in the ground state. Therefore, the because

excitation energies from ground to excited state are cor-

rectly described. Nevertheless the mixing between(a) important long-range correlation effects are deleted
' also in those cases where they are needed;

ground and excited state does not necessarily lead to . .

broken symmetry solution of ionic nature as at the HF(%) the mterglgctromc exchange error of DFT becomes a
level of theory. This is a result of the stabilization of the non-negligible problem.
covalent states by both SIE and interelectronic exchanggy js a petter solution to use directly exact exchange and to
In those cases where standard DFT leads to an ionic stafg.scripe the long-range correlation effects via the correlation
for large R it is described correctly, in particular if & nctional. A trivial way to accomplish this is to introduce
modern gradient-corrected functional is used. Using th&andard DFT exchange functionals into the correlation func-
energy difference between the higher lying ionic statejong|. perdew and Schmfdthave suggested such a func-
and the covalent state as an appropriate criterion for thﬁonal, which may be most promising to correctly describe

accuracy of the method used, DFT yields large differ-poth gelocalized exchange holes and long-range correlation
ences, which decrease when more exact exchange {githout giving up the simplicity of standard DFT.
mixed to DFT exchange.

(10) SIC-DFT seems to lead to an improved description of

radical cations with one-electron bonds as it prediats ACKNOWLEDGMENTS
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