
Influence of the self-interaction error on the structure of the
DFT exchange hole

Victor Polo, J€uurgen Gr€aafenstein, Elfi Kraka, Dieter Cremer *

Department of Theoretical Chemistry, G€ooteborg University, Reutersgatan 2, S-41320 G€ooteborg, Sweden

Received 6 November 2001; in final form 4 December 2001

Abstract

Approximate density functional theory (DFT) covers long-range non-dynamic electron correlation via the exchange

functional while the correlation functional includes just the short-range dynamic electron correlation effects. We show

that the self-interaction error of approximate exchange functionals (local density approximation, LDA and others)

mimics the long-range correlation effects. For this purpose the exchange hole is investigated at the Hartree–Fock, the

LDA, and the self-interaction corrected (SIC)-LDA levels of theory. � 2002 Elsevier Science B.V. All rights reserved.

1. Introduction

It is the general understanding that exchange
(Fermi) and Coulomb correlation are physically
different forms of electron correlation. The first
type of correlation affects electrons of equal spin
and results from the Pauli exclusion principle. The
second effect is a consequence of the Coulomb
repulsion law and affects electrons of both spins.
An adequate account of both exchange and
Coulomb electron correlation is the key to any
reliable quantum chemical method. In density
functional theory (DFT) exchange correlation is
covered by the exchange functional while Cou-
lomb correlation is described by the correlation
functional [1]. It is the general understanding that
in the latter case just the short-range Coulomb

correlation effects, the so-called dynamic correla-
tion effects, are included. Long-range Coulomb
correlation (non-dynamic or static electron cor-
relation), as it occurs in electronic systems with
multireference character, is considered not to be
adequately described by standard Kohn–Sham
DFT when the currently available exchange-cor-
relation functionals are used. Of course, if the
correct exchange-correlation functional were
known, this would cover beside exchange corre-
lation all short-range and long-range Coulomb
correlation effects and would thus give an accurate
description of both single and multiple reference
systems [1].
In view of the fact that standard DFT is con-

sidered to cover just dynamic electron correlation,
it performs astonishingly accurately also for elec-
tronic systems with some multireference character,
for which uncorrelated methods such as Hartree–
Fock (HF) fail drastically. In this connection,
several authors have pointed out that approximate
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exchange in DFT includes long-range (non-dy-
namic) Coulomb correlation effects [2–6]. This is
traced back to the fact that exact HF exchange is
considered to be delocalized [7] while DFT oper-
ates with strictly local exchange as in the local
density approximation (LDA) [8] or at most
semilocal exchange as in the generalized gradient
approximation [9]. The difference between local
exchange and the true delocalized exchange is
considered to mimic long-range correlation ef-
fects.
In a recent work, we have investigated the

electron correlation effects covered by DFT by
comparing electron density distributions qðrÞ
generated by exchange or exchange-correlation
functionals with density distributions obtained
from wave function theory methods including
well-defined electron correlation effects [10,11]. In
this way it was shown that both LDA and GGA
exchange functionals describe not only exchange
correlation but also Coulomb correlation effects.
However, it was also found that the latter are a
result of the self-interaction error (SIE) typical of
most approximate exchange-correlation function-
als. The Coulomb term of the DFT energy, EJ½q�,
includes a self-repulsion part that is only incom-
pletely canceled by the corresponding self-ex-
change part EX½qr; 0� (repulsion of the density at a
given point r with itself; r denotes spin a or b) due
to the approximate nature of the exchange func-
tionals used. The resulting SIE separates electrons
of a molecule in a fashion that is typical of long-
range left–right, angular or in–out correlation.
Electron density distributions generated by self-
interaction corrected (SIC)-DFT resemble HF
densities, i.e. they do not indicate any Coulomb
correlation effects beside exchange correlation
[10,11].
Although the comparison of electron density

distributions generated by DFT with suitable
reference densities makes it possible to show Cou-
lomb correlation effects covered by a given func-
tional, it is difficult to distinguish whether a
Coulomb correlation effect is caused by short-range
(dynamic) or long-range (non-dynamic) electron
correlation. For example, a difference electron
density distribution DqðrÞ ¼ qðMethod IÞ�
qðMethod IIÞ generated by second-order Møller–

Plesset (MP2) perturbation theory (Method I) and
HF theory (Method II) resembles that generated by
Slater-exchange (henceforth called LDA exchange)
and HF (see Fig. 1 in the case of H2 or F2) although
the first is dominated by short-range and the second
probably by long-range correlation effects [10,11].
An identification of the type of correlation ef-

fects covered by a given exchange functional is
possible when the exchange hole [8,12] employed
by this functional is investigated. The exchange
hole is related to the pair electron density distri-
bution and its structure depends on the location P
of the reference electron. Mathematically, the one-
electron density distributions qðrÞ, on which our
previous investigations were based, are generated
from the pair electron density distribution by in-
tegration over the coordinates of the reference
electron, i.e. one has to sum over a large (actually
infinite) number of pictorial representations of the
exchange hole for different locations of the refer-
ence electron to draw the connection to the dif-
ference density distributions such as those shown
in Fig. 1. This is probably the reason why pictorial
representations of exchange or exchange-correla-
tion holes for molecules are seldom found in the
literature. However, as we will show in the fol-
lowing, it suffices to select only a few representa-
tive locations P in a molecule to analyze the
difference electron density distributions of Fig. 1
and to connect typical patterns of the latter to the
structure of the exchange hole.
In this work, we will demonstrate that the SIE

of approximate DFT exchange functional is in-
deed responsible for long-range correlation effects
covered by DFT. We will also show that the SIC-
DFT exchange hole is closely related to HF ex-
change hole and that the SIE restores the local
character of DFT exchange. Furthermore, we will
discuss the question whether exchange in general
may cover long-range Coulomb correlation effects
as recently discussed by Handy and Cohen [6].

2. Computational methods

In the case of a single electron with a-spin
(
R

qaðrÞdr ¼ 1, and qbðrÞ ¼ 0), the correct ex-
change and correlation functional must lead to an
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electron density distribution qaðrÞ that fulfills Eqs.
(1) and (2).

EJ½q� þ EX½qa; 0� ¼ 0; ð1Þ

EC½qa; 0� ¼ 0; ð2Þ
which simply mean that a single electron does not
interact with itself, i.e. the self-repulsion energy

Fig. 1. Contour line diagram of the difference electron density distribution DqðrÞ ¼ qðMethod IÞ � qðMethod IIÞ of H2, 1Rþ
g and F2,

1Rþ
g calculated with the cc-pVTZ basis at the experimental geometry. Solid (dashed) contour lines are in regions of positive (negative)

difference densities. Reference plane is the plane containing the two nuclei. The positions of the atoms are indicated. The contour line

levels have to be multiplied by the scaling factor 0.01 and are given in e bohr�3. (a) H2: MP2–HF. (b) H2: S-only–HF. (c) F2: MP2–HF.

(d) F2: S-only–HF. (S-only denotes DFT calculations with Slater exchange and without correlation functional.)
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of the electron given by EJ½q� is canceled by the
self-exchange energy EX½qa; 0� covered by the ex-
change functional. Also, a single electron does not
possess any self-correlation energy EC½qa; 0�. An
approximate XC functional may violate either
condition Eqs. (1), (2) or both and, accordingly,
self-interaction corrections have to be introduced
into DFT to obtain a SIE-free method.
In this work, we use the SIC-DFT approach

proposed by Perdew and Zunger [13] to correct the
SIE for approximate exchange-correlation func-
tionals orbital by orbital.

EcorrectX ¼ EapproxX ½qa; qb�

�
X
r¼a;b

XNr

i

ðEJ½qir� þ EapproxX ½qir; 0�Þ

¼ EapproxX ½qa; qb� � ESICX ; ð3Þ

EcorrectC ¼ EapproxC ½qa; qb� �
X
r¼a;b

XNr

i

EapproxC ½qir; 0�

¼ EapproxC ½qa; qb� � ESICC : ð4Þ

Hence, the electronic energy of SIC-DFT is given
by Eq. (5).

ESIC-DFT½q� ¼ ET½q� þ EV½q� þ EJ½q� þ EX½q�
� ESICX ½q� þ EC½q� � ESICC ½q�; ð5Þ

where ET and EV denote the kinetic energy of non-
interacting electrons and the potential energy
(nucleus–electron attraction), respectively. The
Kohn–Sham equations extended by the Perdew–
Zunger SIC-XC functional are solved iteratively
with the energy of Eq. (5) being made stationary
with regard to a mixing of occupied with occupied
and occupied with virtual orbitals [14]. Theory and
implementation of a self-consistent SIC-DFT
(SCF–SIC-DFT) method is described elsewhere
[15]. SCF–SIC-DFT was used in this work to de-
termine the electron density distribution and the
exchange hole generated by Slater exchange.
Since SIC-DFT energies and densities require

the use of localized orbitals, the latter were also
used in the HF and LDA calculations. Using the
Boys localization procedure [16], core, bonding
and sp3-hybridized lone pair orbitals were ob-
tained for F2. Because the latter are no longer in-

variant with regard to the mixing between
occupied orbitals carried out in the SIC-DFT en-
ergy minimization process, only the r-orbitals of
F2 were localized with the Boys localization pro-
cedure for the self-interaction corrections while the
p-orbitals were left in their canonical form to keep
the molecular symmetry.
The HF exchange hole for a closed-shell system

has the form [17]

hHFX ðr; rþ RÞ ¼ � 2

qðrÞ
X
i;i0

uiðrÞuiðrþ RÞ

	 ui0 ðrÞui0 ðrþ RÞ; ð6Þ

where r determines the position of the reference
electron; R denotes the distance between refer-
ence electron at r and the position rþ R of the
second electron. Eq. (6) reflects that exchange
reduces the probability of finding two equal-spin
electrons at the same position to zero while op-
posite-spin electrons are unaffected by exchange
effects.
The exchange hole can be decomposed into (i) a

contribution hHF;intraX accounting for the self-ex-
change of the electrons, which annihilates the self-
repulsion part of electron pairs consisting of twice
the same electron, and (ii) a contribution hHF;interX

that describes the Fermi correlation between dif-
ferent electrons, i.e. accounts for the antisymmetry
of the total wave function. It is

hHF;intraX ðr; rþ RÞ ¼ �2
X
i

qiðrÞ
qðrÞ qiðrþ RÞ; ð7aÞ

qiðrÞ ¼ ½uiðrÞ�
2; ð7bÞ

hHF;interX ðr; rþ RÞ ¼ hHFX ðr; rþ RÞ
� hHF;intraX ðr; rþ RÞ: ð7cÞ

While hHFX is independent of the choice of orbitals,
its components hHF;interX and hHF;intraX are not. This
results from the fact that the electrons are indis-
tinguishable, i.e. it is impossible to identify an in-
dividual electron within the electron system.
Generally, the total exchange hole is dominated by
the self-exchange part, however the relationship
between intra- and inter-electronic exchange de-
pends on the orbitals used for the description. The
weight of the self-exchange part of the exchange
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hole increases when localized rather than delocal-
ized (canonical) orbitals are used.
For the case of a two-electron system, Eqs.

(7a)–(7c) simplify to

hHF;intraX ðr; rþ RÞ ¼ hHFX ðr; rþ RÞ ¼ � 1
2

qðrÞ; ð8aÞ

hHF;interX ðr; rþ RÞ ¼ 0; ð8bÞ
i.e., the exchange hole describes only the self-ex-
change of the electrons, and the corresponding
exchange hole is independent of the position of the
reference electron.
In LDA, exchange is described approximately

by a model exchange hole, which has the form [8]

hLDAX ðr; rþ RÞ ¼ � 1
2
qðrÞJð2kFRÞ

¼ � 1
2
qðrÞJðzÞ; ð9aÞ

JðzÞ ¼ 72
z6

½4þ z2 � ð4� z2Þ cos z� 4z sin z�; ð9bÞ

where kF ¼ ½3p2qðrÞ�1=3. The LDA model hole is
spherically symmetric and becomes deeper and
more compact the higher the density at the position
of the reference electron is [8]. It is insensitive to all
features of the electronic structure anywhere else
than at r. In general it cannot be represented by any
distribution of the electron pairs; in particular the
total electron pair density calculated with the LDA
exchange hole may become negative.
The LDA exchange hole does not describe the

self-exchange of an electron exactly. In SIC-LDA,
this is remedied by replacing the LDA description
of the self-exchange by an exact one:

hSIC-LDAX ðr; rþ RÞ

¼ � 1
2
qðrÞ Jð2kFRÞ

"
� 2

X
i

qiðrÞ
qðrÞ Jð2kF;iRÞ

#

� 2
X
i

qiðrÞ
qðrÞ qiðrþ RÞ; ð10Þ

where kF;i ¼ ½6p2qiðrÞ�
1=3
. The inclusion of portions

of HF exchange implies that the SIC-LDA ex-
change hole reflects details of the electronic
structure, though to a lesser extent than with the
HF exchange hole.

Generally, each presentation of the exchange
hole (i.e., HF, LDA, or SIC-LDA) has to be cal-
culated from the corresponding set of orbitals. In
the following discussion, however, we will use HF
orbitals in all cases to isolate those differences that
are due to the different definitions of the exchange
holes from effects due to differences in the one-
particle density.
All calculations were carried out with Dun-

ning’s cc-pVTZ basis [18] at experimental geome-
tries H2ð1Rþ

g Þ: 0.742 �AA; F2ð1Rþ
g Þ: 1.412 �AA [19]. For

the SCF–SIC-DFT calculations, the generation of
the difference densities, and the representation of
the exchange holes, the program package CO-
LOGNELOGNE 2001 [20] was used.

3. How does the self-interaction error of DFT

influence the exchange hole?

In Fig. 1, difference electron density distri-
butions DqðMP2;HFÞ ¼ qðMP2Þ � qðHFÞ and
DqðS;HFÞ ¼ qðSÞ � qðHFÞ are shown for the
ground state of the H2 and F2 molecules at their
equilibrium. The difference densities DqðMP2;HFÞ
(Figs. 1a and c) reveal how the HF density changes
when electron correlation effects are included into
the calculation. Electron pair correlation is intro-
duced at the MP2 level of theory by double exci-
tations, which transfer density out of the bond
region toward the atoms (left–right correlation).
Also, density is shifted from the inner region of the
p-type electron lone pairs of F to the outer lone
pair regions (in–out correlation, Fig. 1c) or, alter-
natively, from the r-bonding region to the outer
lone pair regions (angular correlation, Fig. 1c).
Although terms such as left–right, angular or

in–out correlation were originally used to describe
non-dynamic electron correlation effects intro-
duced by a multi-configurational wave function
(see, e.g. [21]), it is custom to use the same terms
when describing dynamic electron correlation ef-
fects generated for example by a correlation cor-
rected single determinant method such as MP2 [22]
because difference electron density distributions
show the same features [23].
The difference density DqðS;HFÞ resembles that

of DqðMP2;HFÞ in so far as density is removed
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from the bond to the nuclear regions (MP2, Figs.
1a and c; LDA, F2, Fig. 1d) and the non-bonding
regions of the molecule (LDA, H2, Fig. 1b). Al-
though the patterns of the calculated difference
densities may look somewhat different (Figs. 1a
and b), they suggest that LDA exchange similar as
MP2 covers left–right electron correlation effects.
The question is whether these correlation effects
represent short-range (dynamic) electron correla-
tion as in the case of MP2 or long-range (non-
dynamic) electron correlation as anticipated in our
previous work [11]. To answer this question the
HF and the LDA exchange holes are compared in
the following discussion.
In the case of H2, the HF exchange hole

hXðr; rþ RÞ is described by Eq. (8a), i.e. it adopts
the form of one half of the negative of the r2g
density and reflects the self-exchange of the two
electrons [24]. Consequently, a change in the po-
sition of the reference electron, for example from
the bond midpoint (position r ¼ P1) to one of the
nuclei (position r ¼ P2), does not influence the
form of the exchange hole, which is static and
delocalized. Hence, HF intra-exchange (self-ex-

change) does not cover any Coulomb correlation
effects. However, the HF exchange hole of H2
bears features of the electronic structure of the
molecule in the same way as the electron density
qðrÞ does.
The LDA exchange hole, in contrast, depends

on the position of the reference electron (Fig. 2,
positions P1 and P2) and is contrary to the HF
exchange hole unstructured. It is always localized
and centered at the position of the reference elec-
tron where one has to keep in mind that for rea-
sons of comparison in Fig. 2 the same density was
used. The exact and the LDA model exchange
holes have in common that they are non-positive
everywhere and that they are normalized to )1.
The lowest point of the LDA exchange hole for H2
is equal to the negative electron density at this
point, which means that at P1 the LDA hole is
shallower and more diffuse while at P2 the hole
becomes deeper and more contracted.
Since the same density is used for HF and LDA,

the SIC-LDA exchange hole is identical to the HF
exchange hole (Fig. 2). The SIE part of the LDA
exchange hole is determined by subtracting the

Fig. 2. Graphical representation of the exchange hole calculated for H2ð1Rþ
g Þ along the bond axis at the HF, SIC-LDA (both bold

lines), and LDA (S-only) levels of theory (dashed lines) for positions P1 and P2 of the reference electron. The SIE part of the LDA

exchange hole is given by the lines in normal print. All calculations with a cc-pVTZ basis set at the experimental geometry.
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SIC-LDA hole from the LDA hole. The SIE part
can be both positive and negative (integrating to
zero) and depends as the LDA exchange hole
strongly on the position of the reference electron.
If the latter is at P1, the SIE of LDA will raise the
probability of finding the second electron close to
the left or the right nucleus. If the reference elec-
tron is at P2, there will be a large probability of
finding the second electron at the other nucleus,
which is solely due to the SIE. It is noteworthy
that at the position of the reference electron the
SIE part must be exactly zero.
In the case of H2, the SIE takes over two im-

portant roles. (i) It compensates the delocalized
structure of the SIC-DFT self-exchange hole to
reproduce an unstructured, spherically symmetric
localized DFT exchange hole. Therefore, it is
structured and also related to wave function and
electron density qðrÞ where this relationship has to
be seen in dependence of the position of the ref-
erence electron. At P1 the SIE part reflects the
electronic structure close to the nuclei; at P2 it
gives the situation at the other nucleus. (ii) The

SIE part of the LDA exchange hole mimics left–
right electron correlation. This leads to a similar
difference density pattern (Fig. 1b) as in the case of
an MP2 density (Fig. 1a) but is in distinction from
to the latter case caused by long-range (non-dy-
namic) electron correlation effects.
Of course, H2 represents an exceptional electron

system possessing only self-exchange, which does
not necessarily reflect the situation in a molecule
with both intra- and inter-electronic exchange.
Therefore, we will next investigate the situation in
F2, which represents an 18 electron system (Figs. 3
and 4).
When the reference electron is at P1 (Fig. 3) the

HF exchange hole adopts a symmetrical delocal-
ized structure, which reminds of the (negative)
electron densities of the 3rg bonding electron pair
of F2. With regard to P1 this density should be
symmetric and there are nodal planes at the posi-
tions of the nuclei. Since the reference electron is at
a position where the orbital density of 3rg MO is
relatively large, it is logical that this contribution
dominates the shape of the HF exchange hole

Fig. 3. Graphical representation of the exchange hole calculated for F2ð1Rþ
g Þ along the bond axis at the HF (bold line), SIC-LDA

(dotted line), and LDA (S-only) levels of theory (dashed line) for position P1 of the reference electron. The SIE part of the LDA

exchange hole is given by the line in normal print. All calculations with a cc-pVTZ basis set at the experimental geometry.
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(compare with Eq. (7a)). The influence of the other
electrons on the form of the HF exchange hole is
weighted by the square of the corresponding or-
bital density at P1 where one has to recall that
localized orbitals (core, bonding and sp3-hybrid-
ized lone pair orbitals) are used to calculate the
exchange hole. The core orbitals are completely
localized in the core region and, therefore, their
orbital density is close to zero at P1, i.e. they do
not influence the structure of the HF exchange
hole in the case of P1. There is a finite orbital
density of the lone pair orbitals at P1. Accord-
ingly, the exchange hole is significantly deepened
in the lone pair regions (Fig. 3).
For each individual electron pair of F2, the self-

exchange hole is static, i.e. it is not influenced by
the position of the reference electron. For the core
electron and the electron lone pairs the self-ex-
change hole is strongly or largely localized while
for the bonding electron pair it is delocalized. The
total HF self-exchange hole is no longer static but
depends in its form on the position of the reference

electron. As for H2, the HF self-exchange hole
integrates similarly as the total exchange hole to
)1, which implies that the inter-electronic part of
the HF exchange hole must integrate to zero. Since
for localized orbitals the self-exchange part is
maximized, features of the total exchange hole can
be discussed on the basis of the self-exchange.
As soon as the reference electron moves from

P1 to P2 (Fig. 4), inter-electronic exchange should
increase while intra-electronic exchange should
remain constant as long as the reference electron
stays in the bond region. The total exchange hole
becomes deeper close to the reference electron in
region A but shallower at the opposite site of the
bond in region B. There is also a strong change in
the lone pair region D: The (negative) intra-elec-
tronic exchange part of the lone pair increases
because of the larger orbital density of the lone
pair at P2, but at the same time there is also a
(positive) increase of the inter-electronic exchange
part because the probability of finding two elec-
trons of the same spin at P2 and D increases when

Fig. 4. Graphical representation of the exchange hole calculated for F2ð1Rþ
g Þ along the bond axis at the HF (bold line), SIC-LDA

(dotted line), and LDA (S-only) levels of theory (dashed line) for position P2 of the reference electron. The SIE part of the LDA

exchange hole is given by the line in normal print. All calculations with a cc-pVTZ basis set at the experimental geometry.
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they occupy different orbitals. In total, the HF
exchange hole becomes less deep at the position D
compared to the situation with the reference elec-
tron at P1. At position E, there is no longer a lone
pair contribution to intra-electronic exchange be-
cause the orbital density of the corresponding lone
pairs is too small at P2. However, there is again a
positive inter-electronic contribution leading to a
broadening and flattening of the total HF ex-
change hole at E.
The SIC-LDA exchange hole resembles the HF

exchange hole in the vicinity of P2 (regions A and
C; Fig. 4) but differs in other regions. Again, this is
due to the inter-electronic exchange that is handled
differently at HF and LDA. The self-exchange part
of the SIC-LDA hole adjusts to the HF self-ex-
change part, however the inter-electronic part
takes the spherical symmetrical form enforced by
LDA exchange. The LDA exchange hole (Fig. 4) is
centered at P2 and approaches zero in regions D,
B, and E. The same holds for the inter-electronic
LDA exchange, which implies that in these regions
the SIC-LDA hole is dominated by the intra-
electronic part. Hence it becomes more symmet-
rical in the bond region, deeper in region D and
less deep in region E.
This can be more clearly seen if the reference

electron is at P1 (Fig. 3). Then, HF and SIC-LDA
exchange hole are literally identical in the bond
region but differ due to the (positive) inter-elec-
tronic contributions in the lone pair regions D and
E. The structure of the SIC-LDA hole reflects
again the electronic structure of the molecule as
does the SIE part of the LDA hole. The latter
becomes almost the mirror image of the SIC-LDA
hole and reveals that the probability of finding a
second electron will increase in regions A and B as
well as D and E if the reference electron is at P1.
In the case that the reference electron is at P2,

the SIE leads to a significantly increased proba-
bility of finding the other electron at B in the bond
region or at D and E in the lone pair regions.
Clearly, the SIE part mimics long-range non-dy-
namic electron correlation. This explains the dif-
ference electron distribution DqðS;HFÞ ¼
qðSÞ � qðHFÞ shown in Fig. 1d.
We draw the following conclusions from the

present study.

1. HF exchange is not always, as often antici-
pated, delocalized. If the reference electron is
at the position of the nucleus, both the HF,
LDA, and SIC-LDA exchange holes are
strongly localized because in this case the dom-
inant contributions to the exchange hole result
from the core orbitals. The localized or delocal-
ized character of the HF exchange hole solely
depends on the position of the reference elec-
tron and the electronic structure of the mole-
cule.

2. It is useful to partition HF exchange into intra-
and inter-electronic parts. Although this parti-
tioning depends on the type of orbitals used
for the representation, it is reasonable to define
these quantities with the help of localized orbi-
tals because the latter maximize the intra-elec-
tronic part of the HF exchange energy. For
one electron pair (example H2), the intra-elec-
tronic (self-exchange) part is static, i.e. it does
not depend on the position of the reference elec-
tron.

3. The SIC-LDA exchange hole is influenced by
two factors, namely (a) the correct self-ex-
change part of HF (where normally one has
to consider the difference in HF and DFT den-
sities which was suppressed in this work) and
(b) a spherically symmetric inter-electronic
LDA exchange part, which is responsible for
the deviations between HF and SIC-LDA ex-
change holes.

4. Both HF and SIC-LDA hole reflect the elec-
tronic structure of the molecule in the larger vi-
cinity of the reference electron. Since the
structure of the LDA exchange hole is indepen-
dent of the electronic structure of the molecule
(the minimum of the hole gives only the nega-
tive of the electron density at this point), the dif-
ference between LDA and SIC-LDA exchange
holes, i.e. the SIE part, must reflect electronic
structure features.

5. The spatial variation in the SIE part of the
LDA hole is such that a second electron is re-
moved from the reference electron by a rela-
tively large distance, which amounts to half a
bond distance or even more. Hence, the SIE
part mimics long-range non-dynamic electron
correlation.
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By carrying out the analysis described in this
work the amount of long-range electron correla-
tion covered by a given exchange functional can be
quantified. Work is in progress to apply a similar
analysis in the case of GGA functionals.

Acknowledgements

This work was supported at G€ooteborg by the
Swedish Natural Science Research Council (NFR)
for financial support. Calculations were done on
the supercomputers of the Nationellt Superdator-
centrum (NSC), Link€ooping, Sweden. The authors
thank the NSC for a generous allotment of com-
puter time.

References

[1] W. Kohn, L. Sham, Phys. Rev. A 140 (1965) 1133.

[2] A.D. Becke, in: D.R. Yarkony (Ed.), Advanced series in

physical chemistry, Modern Electronic Structure Theory,

Part II, Vol. 2, World Scientific, Singapore, 1995, p. 1022.

[3] A.D. Becke, J. Chem. Phys. 104 (1996) 1040.

[4] O.V. Gritsenko, P.R.T. Schipper, E.J. Baerends, J. Chem.

Phys. 107 (1997) 5007.

[5] O.V. Gritsenko, B. Ensing, P.R.T. Schipper, E.J. Baerends,

J. Phys. Chem. A 104 (2000) 8558.

[6] N.C. Handy, A.J. Cohen, Mol. Phys. 99 (2001) 403.

[7] J.C. Slater, The Self-consistent Field for Molecules and

Solids, McGraw-Hill, New York, 1974.

[8] J.C. Slater, Phys. Rev. 81 (1951) 385.

[9] A.D. Becke, Phys. Rev. A 38 (1988) 3098.

[10] Y. He, J. Gr€aafenstein, E. Kraka, D. Cremer, Mol. Phys. 98
(2000) 1639.

[11] V. Polo, E. Kraka, D. Cremer, Mol. Phys., in press.

[12] R.J. Boyd, C.A. Coulson, J. Phys. B 7 (1974) 1805.

[13] J.P. Perdew, A. Zunger, Phys. Rev. B 23 (1981) 5048.

[14] M.R. Pederson, C.C. Lin, J. Chem. Phys. 88 (1988)

1807.

[15] V. Polo, E. Kraka, D. Cremer, to be published.z

[16] S.F. Boys, in: P.O. L€oowdin (Ed.), Quantum Theory in

Atoms, Molecules and Solid State, Academic Press, New

York, 1966, p. 253.

[17] R.G. Parr, W. Yang, International Series of Monographs

on Chemistry 16: Density-functional Theory of Atoms and

Molecules, Oxford University Press, New York, 1989.

[18] T.H. Dunning Jr., J. Chem. Phys. 99 (1989) 1007.

[19] (a) H2: K.P. Huber, G.H. Herzberg, Molecular Spectra and

Molecular Constants of Diatomic Molecules, Van No-

strand-Reinhold, New York, 1979;

(b) F2: A. Edwards, B. Goods, C. Long, J. Chem. Soc.,

Faraday Trans II 72 (1976) 984.

[20] E. Kraka, J. Gr€aafenstein, J. Gauss, V. Polo, F. Reichel, L.

Olsson, Z. Konkoli, Z. He, D. Cremer, Cologne 2001,

G€ooteborg University, G€ooteborg, 2001.
[21] A.C. Hurley, Electron Correlation in Small Molecules,

Academic Press, London, 1976.

[22] D. Cremer, in: P.V.R. Schleyer, N.L. Allinger, T. Clark, J.

Gasteiger, P.A. Kollman, H.F. Schaefer, P.R. Schreiner

(Eds.), Encyclopedia of Computational Chemistry, Vol. 3,

Wiley, Chichester, UK, 1706.

[23] J. Gauss, D. Cremer, Adv. Quantum Chem. 23 (1992)

205.

[24] E.J. Baerends, O.V. Gritsenko, J. Phys. Chem. A 101

(1997) 5390.

478 V. Polo et al. / Chemical Physics Letters 352 (2002) 469–478


