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Abstract The unified reaction valley approach (URVA)
is used in connection with a dual-level approach to describe

the mechanism of ten different cycloadditions of 1,3-

dipoles XYZ (diazonium betaines, nitrilium betaines, azo-
methines, and nitryl hydride) to acetylene utilizing density

functional theory for the URVA calculations and

CCSD(T)-F12/aug-cc-pVTZ for the determination of the
reaction energetics. The URVA results reveal that the

mechanism of the 1,3-dipolar cycloadditions is determined

early in the van der Waals range where the mutual orien-
tation of the reactants (resulting from the shape of the

enveloping exchange repulsion spheres, electrostatic

attraction, and dispersion forces) decides on charge trans-
fer, charge polarization, the formation of radicaloid cen-

ters, and the asynchronicity of bond formation. All

cycloadditions investigated are driven by charge transfer to
the acetylene LUMO irrespective of the electrophilic/

nucleophilic character of the 1,3-dipole. However, an

insufficient charge transfer typical of an electrophilic 1,3-
dipole leads to a higher barrier. Energy transfer and energy

dissipation as a result of curvature and Coriolis couplings

between vibrational modes lead to an unusual energy
exchange between just those bending modes that facilitate

the formation of radicaloid centers. The relative magnitude

of the reaction barriers and reaction energies is rationalized
by determining reactant properties, which are responsible

for the mutual polarization of the reactants and the stability

of the bonds to be broken or formed.
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1 Introduction

1,3-Dipolar cycloadditions are pericyclic reactions leading

to five-membered rings with heteroatoms [1–5]. The

reactions involve a 1,3-dipole molecule and a reaction
partner with a multiple bond as a dipolarophile. The

reaction mechanism is in most cases concerted and stereo-

and regiospecific with regard to both 1,3-dipole and di-
polarophile. The interest in these cycloadditions results

from the fact that a large variety of 1,3-dipole molecules
XYZ rapidly reacts in an exothermic fashion to the desired

cycloaddition product yielding a wealth of heterocycles. A

suitable combination of groups X, Y, and Z containing C,
N, or O leads to 18 different 1,3-dipole molecules, 12 of

which are N-centered and 6 are O-centered. The XYZ

framework of a 1,3-dipole molecule can contain 16 valence
electrons as in the case of the diazonium betaines 1, 2, and

3 or the nitrilium betaines 4, 5, and 6 of Fig. 1. Alterna-

tively, XYZ may have a total of 18 valence electrons as in
the case of the azomethines 7, 8, and 9 of Fig. 1.

1,3-Dipole molecules are better described by resonance

structures rather than simple Lewis structural formulas
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with standard single, double, or triple bonds. The propar-

gyl-allenyl-type resonance structures (only the former is

shown in Fig. 1) are typical of the 16 valence electrons
systems 1–6, and the allyl-type resonance structures (only

one shown) are typical of the N-centered 18 valence

electron systems 7–9. Although the electronic structures of
the 1,3-dipole molecules are different, the mechanism of

their cycloadditions to dipolarophiles is similar as reflected

by their exothermicity, similar reaction barriers, and a
similar stereochemistry [1–5]. This has been explained to

some part by applying the Woodward–Hoffmann rules [6]

and identifying 1,3-dipolar cycloadditions as concerted,

symmetry-allowed pericyclic p4s ? p2s reactions involv-

ing 4 p-electrons of the 1,3-dipole and 2 p-electrons of the
double or triple bond of the dipolarophile leading in this

way to a Hückel-aromatic, stabilized transition state (TS)

according to the Evans–Dewar–Zimmerman rules [7]. The
state- and orbital-symmetry analysis can explain the rela-

tively low barriers of 1,3-dipolar cycloadditions and their

stereochemistry. Detailed trends in reaction rates and
changes in the stereochemistry have been explained, often

with success, on the basis of frontier orbital theory [8]. An

Fig. 1 1,3-Dipolar
cycloaddition systems 1–9
investigated in this work. The
name of the 1,3-dipole and the
five-membered ring formed is
given
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even more detailed insight has been provided by a large

number of quantum chemical investigations [9–21] where
especially the thorough and extensive work of Houk et al.

[22–37] has to be mentioned.

1,3-Dipolar cycloadditions are versatile tools for the
synthesis of heterocyclic molecules [1–5]. Applications

range from asymmetric organic synthesis [38, 39], catalysis

[40–43], materials science [44], and drug design [45] to
chemical biology [46, 47]. The mechanism of the 1,3-

dipolar cycloaddition reactions had been controversially
debated starting in the late 1960s when Huisgen [48]

postulated a concerted mechanism and Firestone [49]

advocated a stepwise biradical mechanism. Numerous
quantum chemical investigations have been performed

since then to shed light on the mechanism of 1,3-dipolar

cycloadditions [33, 50, 51], to provide accurate energetic
data [29, 34–36] and kinetic data [24], and to investigate

the regioselectivity of these reactions [9, 11, 17, 28]. Cal-

culations could solve the Huisgen–Firestone controversy;
the concerted mechanism is favored for the reactions of the

unsubstituted 1,3-dipoles with ethylene and acetylene [21,

26, 27], whereas the stepwise mechanism becomes likely
when the 1,3-dipoles and dipolarophiles are substituted by

radical-stabilizing groups [25, 31, 52].

Still, open mechanistic questions concern the driving
force of the cyclization and the electronic factor(s) that

determine(s) the barrier height. Currently, three different

rate-determining factors are discussed in the literature: (1)
the distortion energy of dipole and dipolarophile as defined

by Houk et al. [22, 23, 30, 32]; (2) reaction acceleration by

an excitation of the bending vibrations of the 1,3-dipole
[13, 14, 26, 27]; and (3) the biradical character of the 1,3-

dipole molecule [10, 12].

Most of the previous work on the 1,3-dipolar cycload-
ditions has focused on finding a rationale for the relatively

low reaction barriers because they predominantly deter-

mine the reaction rate and the yield of a given product. A
general assumption in this connection is that the similarity

of the activation energies indicates a similarity of the

reaction mechanism.
In this work, we will show that comparable reaction

barriers do not necessarily imply a similarity in the reaction

mechanism. Conversely, two reactions may have a similar
mechanism although they have different barriers. We

approach the question of the mechanism of the 1,3-dipolar

cycloadditions in a different way than previous investiga-
tions by utilizing the unified reaction valley approach

(URVA) of Kraka and Cremer [53–57]. URVA explores

the reaction path and the reaction valley via its direction
and curvature, using a number of tools that provide direct

information about the reaction mechanism. According to a

definition two of us have given recently [53], the mecha-
nism of a reaction is determined by the nature and sequence

of elementary electronic events that take place in each

phase of the reaction starting from the first long-range
interactions between the reactants in the entrance channel

and terminating with the finalization of the products in the

exit channel.
We will show that the fate of the reaction is determined

early on in the van der Waals region of the entrance channel.

Furthermore, we will reveal that all 1,3-dipolar cycloadditions
investigated in this work pass through the same reaction

phases; however, there are distinct differences between dif-
ferent classes of cycloadditions. Also, it will become apparent

that there is a difference between reactions with radicaloid and

biradicaloid character and that the dipolarophile rather than
the 1,3-dipole initiates bond formation.

The current investigation is based on a detailed analysis

of the reaction path and the reaction valley, which will lead
to a better understanding of the mechanism than it is pos-

sible with a conventional mechanistic analysis based on the

features of the stationary points along the reaction path.
Our focus will be on well-defined transient points along the

reaction path corresponding to bond breaking and bond

formation, rehybridization, and (bi)radicaloid formation.
The results of this work are presented in the following way.

In Sect. 2, the computational methods used in this work are

described. The results of the quantum chemical investigation
of ten 1,3-dipolar cycloadditions are presented and discussed

in Sect. 3. Conclusions will be drawn in the final section.

2 Computational methods

The current investigation is based on URVA [53–57], the

reaction path Hamiltonian of Miller, Handy, and Adams

[58], and the local vibrational mode description of Konkoli
and Cremer [59–62] recently theoretically justified by Zou

and Cremer [63, 64]. URVA has been repeatedly described

in previous publications [55, 65–69] as well as several
review articles [53, 54, 56, 57]. Therefore, we refrain from

a detailed account of the theory of URVA and the use of

local vibrational modes and instead outline the methods
used in a more qualitative fashion.

Each 1,3-dipolar cycloaddition system is investigated

with a dual-level approach: (1) A high level such as
CCSD(T)-F12/aug-cc-pVTZ [70–72] is used to determine

the energetics of the reaction from the relative energies

(enthalpies) of the stationary points along the reaction path.
(2) The reaction valley and the reaction path embedded in

the reaction valley are calculated at a lower level using

density functional theory (DFT). The primary objective of
URVA is to determine those locations along the reaction

path at which the chemical processes of bond breaking and

forming take place, where the first van der Waals interac-
tions lead to chemical change, where rehybridization leads
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to the formation of radicaloid and biradicaloid structures,

and where, after bond formation, the electrons are reorga-
nized to form delocalized p-electron ensembles. To get

these insights, a paradigm shift with regard to conventional

mechanistic studies is made: The primary concerns are no
longer the energy or geometry changes of the reaction

complex, but rather the features of the reaction path, which

can be directly related to changes in the electronic structure
[53, 54, 56].

Chemical change and chemical processes always imply a
curving of the reaction path [53, 54, 56]. If the reaction path

becomes a straight line, physical processes driven exclu-

sively by electrostatic forces take place with no or just a
steady change in the electronic structure. Chemical pro-

cesses are characterized by catastrophe points in the electron

density distribution of the reaction complex (infinitesimal
changes in the density lead, e.g., to singularity catastrophes

in its topological structure reflecting sudden changes in

bonding), and this in turn is connected with directional
changes (curving) of the reaction path (which must not be

confused with the energy curvature of the potential energy

surface). Changes in the reaction path can be described with
the help of the two Frenet vectors: path tangent (direction)

and path curvature (curving). A third Frenet vector leading to

the path torsion is only of relevance in case of repeated
curving of the path over a larger area, which seldom occurs.

The reaction complex and the reaction path are intimately

related, and analyzing the latter on the basis of just two
quantities (direction and curvature vector) solves the prob-

lem of monitoring of the 3N-L (N: number of atoms; L:

number of translations and rotations) degrees of freedom of
the reaction complex during the reaction.

The curvature vector kappa has the dimension of 3N–L.

In URVA, the scalar curvature (the length of the curvature
vector) is investigated to obtain an easy-to-analyze func-

tion j(s) (scalar curvature as a function of the mass-

weighted arc length s; s \ 0: entrance channel of the
reaction; s = 0: TS; s [ 0: exit channel). The square of the

scalar curvature is equal to the sum of the squares of the

normal mode curvature coupling coefficients Bl,s, which
describe the coupling between the translational mode along

the reaction path and the normal vibrational modes ll
spanning the reaction valley [58]. The normal vibrational
modes, in turn, can be decomposed into the local vibra-

tional modes an of Konkoli and Cremer [59, 60]. Each local

mode is driven by an internal coordinate qn of the reaction
complex. By decomposing the scalar curvature into local

mode curvature coupling coefficients An,s, those parts of

the reaction complex can be directly identified, which are
related to the curving of the reaction path and enhance-

ments of the scalar curvature.

In this way, all electronic structure changes of the
reaction complex along the reaction path can be

monitored. They present the basis of the reaction

mechanism, which develops in the form of a sequence of
reaction phases along the reaction path. Each reaction

phase is characterized by a curvature enhancement or

peak enclosed by locations of minimal or even zero
curvature [53, 54, 56]. The positions of minimal curva-

ture correspond to transient structures of the reaction

complex with interesting electronic structure features.
Suitable changes of the reaction complex and/or the

reaction environment can transform these transient points
into stationary points, and therefore, the terms hidden

intermediate and hidden transition state have been

coined to describe the mechanistic relevance of these
curvature minima [53, 65, 67].

There are three quantities, which are used in this work to

describe the reaction mechanism as it develops via the
scalar curvature function j(s): (1) local mode curvature

coupling coefficients An,s to describe the mechanism; (2)

normal mode curvature coupling coefficients Bl,s to
describe energy transfer from the vibrational modes into

the translational motion along the path; and (3) normal

mode Coriolis (mode–mode) coupling coefficients Bl,m to
describe energy dissipation between the modes. Apart from

this, URVA calculates charge transfer and charge polari-

zation as a function of s and determines local mode force
constants and frequencies of the reaction complex [63, 64].

For URVA, a representative reaction path must be

chosen, which can be the intrinsic reaction coordinate
(IRC) path of Fukui [73], a reasonable down-hill path, or

any other representative path [68, 74]. In this work, we use

the IRC path and follow it with an algorithm recently
suggested by Hratchian and Kraka [75] where B3LYP/6-

31G(d,p) [76–78] is used to describe the reaction valley.

For each cycloaddition path, between 630 and 930 path
points were calculated. At each second path point, gen-

eralized harmonic vibrational frequencies of the reaction

complex were determined. Curvature, curvature coupling
coefficients, and all other URVA-related quantities were

calculated with the ab initio package COLOGNE13 [79].

The analysis of the charge distribution (charge transfer and
charge polarization) was based on the natural bond orbital

(NBO) method of Weinhold et al. [80, 81]. For the

CCSD(T)-F12 calculations [71], the program package
MOLPRO [82] was used. Reaction enthalpies DRHð298Þ,
activation enthalpies DHað298Þ, reaction free energies

DRGð298Þ, and DGað298Þ were calculated using CCSD(T)-
F12/aug-cc-pVTZ energies in connection with B3LYP/6-

31G(d,p) or xB97X-D/aug-cc-pVTZ geometries and

vibrational frequencies [83, 84]. The latter functional is
known to provide an improved description of dispersion

interactions [83, 85]. Basis set superposition error (BSSE)

corrections were obtained using the counterpoise method
[86].
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(a) (b)

(c) (d)

(e) (f)

Fig. 2 Scalar curvature as a function of the reaction path parameter
s (solid black line) for 1,3-dipolar cycloaddition systems 1–10. Local
mode curvature coupling coefficients are given in color. The borders
of the reaction phases are indicated by vertical dashed lines at
curvature points M1, M2, and M3. The TS at s = 0 amu1/2 Bohr is

also indicated by a vertical dashed line. a Nitrous oxide, 1,
b hydrazoic acid, 2, c diazomethane, 3, d fulminic acid, 4,
e formonitrile imine, 5, f formonitrile ylide, 6, g methylene nitrone,
7, h azomethine imine, 8, i azomethine ylide, 9, j nitryl hydride, 10
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3 Results and discussion

In Fig. 2, curvature diagrams j(s) of the 1,3-dipolar
cycloaddition systems 1–9 listed in Fig. 1 and the nitryl

hydride system 10 are shown, where each curvature is

decomposed in terms of local mode curvature coupling
coefficients An,s(s). An example for the composition of the

reaction path direction in terms of local mode contributions

is given for reaction system 4 in Fig. 3 and the charge
transfer from the 1,3-dipole to acetylene in Fig. 4a and b.

Calculated energy barriers and reaction energies are ana-

lyzed in Figs. 5 and 6. An example of the dependence of
the vibrational frequencies on the path parameter s is given

in Fig. 7a and b for system 4.

The energy data for the ten cycloaddition reactions
investigated in this work are summarized in Table 1. The

reaction and activation enthalpies obtained at the

(g) (h)

(i) (j)

Fig. 2 continued

Fig. 3 Components of the reaction path direction given as a function
of the reaction parameter s for reaction system 4
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CCSD(T)-F12a/aug-cc-pVTZ level of theory compare well

with the corresponding CBS-QB3 values of Houk et al.
[30, 50]. The corresponding B3LYP and xB97X-D results

(after BSSE corrections) show a reasonable agreement with

the CCSD(T)-F12a data, which makes them both suitable
for the description of the reaction valley. To reduce the

computational costs, B3LYP/6-31G(d,p) was used for the

URVA analysis as described above. It is interesting to note
that the entropy contributions DRSð298Þ to the free reaction

energies DRGð298Þ are fairly constant (-36 to -41 entropy

units, Table 1) as are the contributions DSað298Þ to the free
activation energies, DGað298Þ, which vary from -32 to

-37 entropy units. The values collected in Table 1 suggest
that entropy effects can be excluded from the discussion of

the reaction mechanism.

All ten cycloaddition reactions follow a four-phase

mechanism irrespective of the nature of the 1,3-dipole
reacting with acetylene. These phases will be discussed

below by making reference to the curvature diagrams

presented in Fig. 2.
Reaction phase 1 (entrance channel from start to cur-

vature point M1): There are four properties of the 1,3-

dipole molecule, which are decisive in the first phase of the
cycloaddition reaction:

1. The first property is the exchange repulsion envelope
around the reactants, which decides on the approach

mode. If one terminal group of the 1,3-dipole is more

electronegative than the other, the exchange repulsion
envelope at this end (e.g., an O atom) will be more

(a)

(b)

Fig. 4 a Charge transfer from
the HOMO of the 1,3-dipole
(schematically drawn for NNZ)
to the LUMO of acetylene in the
case of reaction systems 1, 2,
and 3. b Charge transfer from
the 1,3-dipole to acetylene in
the entrance channel (TS at
s = 0 amu1/2 Bohr) given as a
function of the reaction
parameter s
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contracted than at the other terminal group. The

reactants will approach each other in such a way that

stabilizing dispersion interactions and electrostatic
attractions are maximized while minimizing the

short-range exchange repulsion. The approach distance

will be shorter for the more electronegative group than
for the other group. Accordingly, there is a larger or

smaller inclination angle of the axis of the 1,3-dipole

molecule (when it is linear, otherwise the 1,3 connec-
tion axis) relative to the axis of acetylene. These are

given in Table 2 for the first point in the entrance

channel where interaction energies are smaller than
just a few tenth of a kcal/mol.

One can see that the eletronegativity difference
between X2 and Z4 determines sign and magnitude

of the inclination angle (Table 2). Systems with an

electronegative group Z (1, 4, 5, 7, and 8; compared
with Fig. 1) have a positive inclination angle, systems

3 and 6 have a negative inclination angle (i.e., the

distance C3X2 is shorter than the distance C1Z4),
whereas systems 2, 9, and 10 approach each other in a

parallel fashion because of symmetry and/or similar
(identical) electronegativities of X2 and Z4. The mode

of approach has direct consequences for the sequence

of bond formation as will be shown below.

2. The second property relevant to the mechanism is the

dipole moment of the 1,3-dipole molecule, where only

its component parallel to the axis of the approaching
acetylene molecule matters. This has been determined

Fig. 5 Comparison of the energy change in reaction phase 2,
E(M2) – E(M1), with the activation energy DEa for the nine 1,3-
dipolar cycloaddition reactions (for numbering of reaction complexes,
see Fig. 1)

Fig. 6 Comparison of the parameter DsðTSÞ, which determines the
shift of the TS relative to the center M3 of the bond-forming
processes, with the reaction energy DRE for the nine 1,3-dipolar
cycloaddition reactions (for numbering of reaction complexes, see
Fig. 1). A positive DsðTSÞ value indicates an early TS according to
the Hammond–Leffler postulate

(a)

(b)

Fig. 7 Vibrational frequencies of reaction system 4 given as a
function of the reaction parameter s. The avoided crossings (AC) are
the positions of mode–mode (Coriolis) coupling leading to energy
dissipation. a Framework vibrations. b 1,3-Dipole and acetylene
bending
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for the first point in the entrance channel and is given

in Table 2 as lz (the direction z is that defined by the

acetylene CC axis) together with the total dipole
moment of the 1,3-dipole. The magnitude of the dipole

component lz reflects the ability of the 1,3-dipole to

polarize the acetylene molecule. It has a direct influ-
ence on the barrier of the reaction.

3. The third property is the polarizability of the reactants.

If one compares different dipolarophiles, one would
have to compare their polarizabilities a where the

magnitude of the azz component would be the most

important. Since this is not the case, we consider here
only the fact that both reactants ‘‘communicate’’ via

their polarizing power and their polarizability. Polar-

ization of the charge distribution of acetylene leads to
an induced dipole moment, which in turn polarizes the

charge distribution of the 1,3-dipole molecule. The

latter process depends on its polarizability where again
the zz-component of the polarizability tensor rather

than the isotropic polarizability will be important. A

large azz facilitates the reaction and leads to a lower
reaction barrier.

4. The fourth property, which strongly influences reaction

rate and reaction mechanism, is the ability of both
partners of accepting or donating charge. Previous

studies have discussed the charge transfer between

dipolarophile and 1,3 dipole within the framework of
the frontier molecular orbital (FMO) theory. Using this

concept, the 1,3-dipoles were categorized as being

nucleophilic [Nucl(HOMO); Fig. 1] donating charge
from their HOMO to the LUMO of the dipolarophile,

electrophilic [Elec(LUMO); Fig. 1] accepting charge

from the dipolarophile in their LUMO, or amphiphilic
[Amphi(HOLU), Fig. 1] reacting either way depending

on the character of the dipolarophile [1–5]. We have

investigated the charge transfer between the reactants
and found, contrary to the qualitative description of

FMO theory, that the charge transfer starts already in

the van der Waals region, i.e., in phase 1. Then, it is
directed from the 1,3-dipole to the acetylene molecule

and continues to develop to its full strength in phase 2

(compared with Fig. 4a and b).

On the basis of these facts, the curvature of the reaction

path, and its decomposition into local mode curvature
coupling coefficients (see Fig. 2a–j), one can describe the

events in phase 1 as follows where system 4 (Fig. 2d) is

used as an example. Guided by the form of its exchange
repulsion envelope, HCNO approaches acetylene as much

as possible at its O terminus (Z4), which leads to an

inclination angle of 41". Accordingly, the local mode
curvature coupling coefficients associated with the orien-

tation angles C3C1O4 and C1C3C2 become relativelyT
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large and they are responsible (via their squares) for a

significant curvature enhancement in phase 1. Since in this
phase, C1Z4 and C3X2 are approach parameters measuring

the degree of exchange repulsion, their curvature coupling

coefficients can also make a contribution to the scalar
curvature; however, they will always be negative, i.e., the

reaction complex resists a shortening of the approach dis-

tance (a closer approach requires energy).
Because of a substantial magnitude of the lz-component

(-2.43 D), the charge of acetylene is polarized so that the
C3H end becomes negative and the C1H end positive (dif-

ference in local charges 55 me). At the same time as charge

polarization starts, also the charge transfer to acetylene begins
(see Fig. 4b). Hence, phase 1 can be characterized as the

orientation, polarization, and charge transfer phase, in which

the electronic structure of the reactants is not significantly
altered. In this sense, one can also speak of a van der

Waals phase. Phase 1 will be well developed in the curva-

ture diagram if the orientation of the reactants to each other is
important as reflected by the orientation angle of Table 2.

Reaction systems 1, 2, and 9 have small or zero orientation

angles, and therefore, phase 1 is rather small (see Fig. 2a, b, i).
Reaction Phase 2 (from curvature point M1 to curvature

point M2): As Fig. 4b reveals, charge transfer fully

develops in phase 2, which we call the rehybridization
phase as will be explained below. Charge transfer to

acetylene and the simultaneous polarization of the acety-

lene density leads to a labilization that invokes bending and
the formation of a radicaloid center. If acetylene accepts

negative charge, it will try to adopt a bent structure. The

amount of bending at each terminus depends on whether

the charge is equally distributed in the corresponding pH

MO (see 9) or, via charge polarization, shifted to the CH
group farther away from the more electronegative terminal

group of the 1,3-dipole. When free acetylene accepts

negative charge, a trans form is adopted, which is also
formed in phase 1 (supported by attraction with an elec-

tronegative terminal group Z4 (X2)), however with bend-

ing angles deviating by just a couple of degree from the
linear form (revealed by the local mode curvature coupling

coefficient of the HCC bending type in phase 1). In phase

2, however, acetylene is forced into a cis-bended form
(e.g., 9) or a form significantly bent at just one center

whereas the other CCH unit remains quasi-linear.

We have investigated the local vibrational modes of a
charge-polarized acetylene molecule and find a smaller

bending force constant for the more negatively charged

acetylene terminus. Hence, charge transfer and charge
polarization are the driving forces for bending and rehy-

bridization of acetylene. A radicaloid or biradicaloid cen-

ter(s) with fractional unpaired electrons protruding in the
direction of the attacking 1,3-dipole is (are) generated. The
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HCC local mode curvature coupling coefficients clarify

which HC group bends first. In all those cases where an
electronegative group in the 1,3-dipole leads to a larger

orientation angle, the not directly attacked CCH group

bends more and becomes the location for the first bond
formation. This means that a close attack on one CH ter-

minus of acetylene causes the other terminus to prepare

first for bonding.
Charge loss leads to a labilization of the rigid (multiple)

bond structure of the 1,3-dipole so that bending becomes
possible. The curvature enhancement in phase 2 is domi-

nated by the XYZ and CCH local mode curvature coupling

coefficients. These are negative, thus indicating that energy
is required to enforce rehybridization and bending of the

two reactants. Both reactants change at the same time so

that there is no way of saying that the one or the other
reactant is leading the reaction. However, snapshots of the

geometry and the curvature coupling coefficients reveal

that in asymmetric cases with a sizable orientation angle,
bending of one HCC acetylene group is clearly ahead of the

other CCH group.

The charge transfer curves shown in Fig. 4b reveal that
there is a clear distinction between the 1,3-dipole mole-

cules with regard to charge-donating capacities. This is

large for nucleophilic 1,3-dipoles (see Fig. 1) and extends
beyond the TS, thus leading to relatively low energy bar-

riers (compared to all other cycloaddition systems or within

a given group as, e.g., in the group of the diazonium
betaines in the case of reaction system 3). For electrophilic

1,3-dipoles such as 1, the labilization of acetylene is not

sufficient for the formation of a radicaloid center and
therefore a large energy barrier results (Table 1). For the

purpose of verifying this hypothesis, we investigated also

the cycloaddition of the strongly electrophilic 1,3-dipole
molecule nitryl hydride to acetylene (system 10, Fig. 2j)

and found the predicted reaction behavior: Insufficient

charge transfer (see Fig. 4b) is coupled with a relatively
large reaction barrier of 29.4 kcal/mol (Table 2).

In view of the nature of the curvature enhancement

dominating reaction phase 2, we speak of the rehybrid-
ization and bending phase, which leads to the formation of

(bi)radicaloid centers.

Reaction Phase 3 (from curvature point M2 to curvature
point M3): Reaction phase 3 can be distinguished from

phase 4 only in the case of reaction systems 3, 4, and 5
where a curvature peak of medium size results from the
formation of the first bond between the reactants. In all

other cases, the scalar curvature of phase 3 appears as a

shoulder of a large curvature peak developing in phase 4.
Nevertheless, a distinction between phases 3 and 4

becomes possible when one investigates the local mode

curvature coupling coefficients of the two bond formation
processes. In phase 3, one is positive (bond formation

supporting) and the other negative (bond formation resist-

ing). Therefore, it is justified to characterize phases 3 and 4
as the first and second bond formation phases.

In phase 3, the C3X2 bond curvature coupling coeffi-

cient is positive (when Z4 corresponds to the electroneg-
ative terminus of the 1,3-dipole), whereas the C1Z4

interaction (characterized by a negative curvature coupling

coefficient) is still resisting bond formation. This corre-
sponds to the fact that bond C3X2 is formed before bond

C1Z4. In phase 1, the electronegative end of the 1,3-dipole
is much closer to acetylene, suggesting that bond C1Z4 is

formed first. However, charge transfer and charge polari-

zation facilitate the formation of a radicaloid center at the
other terminus. Radicaloid centers with lower exchange

repulsion between them can bridge much easier a larger

distance so that bond formation, contrary to general
expectations, takes place earlier between the atoms farther

apart.

In the cases of systems 2 and 3 (N2 is now the elec-
tronegative end), the situation is reversed and the C1Z4

curvature coupling coefficient is ahead of the resisting

C3X2 curvature coupling coefficient, indicating that the
C1Z4 bond is formed now before the C3X2 bond. In case

of symmetry, phase 3 is less pronounced and is dominated

by C1C3 and C2N5C4 adjustments. This is also true for
system 6 for which both termini of the 1,3-dipole have

similar electronegativities.

Reaction Phase 4 (from curvature point M3 to the end in
exit channel): The question, which bond is formed first

when generating the five-membered ring, can be easily

answered by inspection of the components dominating the
reaction path direction. Reaction path direction and reac-

tion path curvature are complementary in so far as a local

mode, when making a large contribution to one of the path
quantities, can only make a small contribution to the other.

As shown in Fig. 3 for the reaction path direction of system

4 (HCNO), the approach distances C2C3 and C1O4 dom-
inate the path direction for most of its range. The amplitude

of the mode associated with parameter C2C3 drops to small

values between s = 3 and s = 5 amu1/2 Bohr in phase 3,
which is exactly that location where the C2C3 bond is

formed. A similar decrease in the amplitude of the mode

associated with C1O4 occurs much later in phase 4 when
the C1O4 bond is finalized. Hence, the formation of the

five-membered ring bonds is asynchronous with the less

polar bond C2C3 being formed first in phase 3 (when C1O4
is still resisting bond formation) and the more polar bond

C1O4 later in phase 4.

The less polar bond in 4 is formed by electron pairing in
a soft, homolytic fashion leading to a smaller curvature

enhancement or just a shoulder. For the formation of the

more polar bond, exchange repulsion has to be overcome
and a stronger bond is formed. This leads to a large
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curvature peak, which is enhanced by contributions from

the adjustment steps of the other bonds in the five-mem-
bered ring being formed. In the case of the symmetric

systems 9 and 10, the simultaneous formation of the two

new bonds leads to a large curvature.
The delay between the formation of X2C3 and C1Z4 is

proportional to the electronegativity difference between

termini X and Z. The new bonds are formed at the same
time for systems 9 and 10 (because of symmetry). In the

case of systems 2 and 6, formation takes place almost at the
same time because the electronegativities of groups N and

NH or HC and CH2 are almost the same.

There is a basic difference between reaction systems
1–6 and systems 7–9 because in the former cases a planar

five-membered ring is formed characterized by electron

delocalization, i.e., the new bonds adopt some double-
bond characters whereas in the latter cases puckered rings

are generated with little electron delocalization and the

new bonds being essentially single bonds. Although the
degree of puckering is small (puckering amplitudes [87–

89] q are 0.187 (7), 0.098 (8), and 0.146 Å (9), which

correspond to maximal dihedral angles of 19.0, 9.9, and
14.7", respectively), it leads to unique ring conformations

(a twist form close to pseudorotation phase angle [87–89]

/ = 342" for 7, an envelope form close to / = 324"
for 8, and a pure envelope form with an axial NH bond

with / = 180" for 9; see bottom of Fig. 1), which are

optimal with regard to anomeric stabilization and bond
staggering.

When these single bonds are finalized, the five-mem-

bered ring adjusts to its equilibrium conformation. This
adjustment does not require significant electronic structure

changes, and therefore, the curvature is small in the last

part of phase 4 of the corresponding cycloaddition reac-
tions (see Fig. 2g–i). In the other six systems (including

also system 10), the last stage of phase 4 corresponds to p-

delocalization, which is connected with a relatively large
curvature. This is also relevant for the reverse reaction: The

splitting of the two bonds requires initially major electron

reorganization, and the scalar curvature starts with a high
value.

Discussion of the reaction energetics The discussion of

the reaction mechanism of cycloaddition systems 1–9
reveals a close mechanistic relationship, which should

make it possible to explain the energetics of these reactions

in a consistent way. Clearly, the fate of the reaction com-
plex with regard to stereochemistry or the sequence of the

bond formation steps is early decided in phase 1 (van der

Waals phase). Orientation of the reactants, charge transfer
to acetylene, and mutual polarization in phase 1, although

decisive, involve only minor energy changes. The major

changes in the electronic structure of the reactants occur in
phase 2 (rehybridization and bending phase), in which via

bending of the XYZ-dipole molecule, the pyramidaliza-

tion of the terminal -CH2 groups (if existent), and bending
of one or both CCH units of acetylene, the radicaloid

centers are prepared so that bond formation becomes

possible.
In all cases investigated, the TS is located in phase 2

always before (or at) the end of this phase given by M2 and

thereby always after the curvature peak. Since at this cur-
vature peak the largest change in energy takes place

(strongest change in the electronic structure) in the
entrance channel, it is reasonable to assume that the energy

difference DEðP2Þ ¼ EðM2Þ % EðM1Þ must be propor-

tional to the activation energy. This hypothesis is con-
firmed by Fig. 5 where calculated DEðP2Þ values are

correlated with the energy barriers. The energy changes in

phase 2 determine the reaction barrier; however, this does
not say that they determine the mechanistic sequence,

which obviously is determined already in phase 1.

There are three electronic factors determining the
barrier.

1. The reaction barriers decrease linearly with (absolutely

seen) increasing dipole moment lz (parallel to the CC
axis of acetylene, see Table 2) where the correlation is

more significant with the more accurate CCSD(T)-F12

barriers. The polarizing power of the 1,3-dipole
expressed in this way has a larger effect for the more

electrophilic dipoles 1, 2, and 3 than for the more

nucleophilic dipoles 7, 8, and 9.
2. The reaction barriers also decrease with increasing

polarizability component azz (see Table 2). This effect

is best developed for the 1,3-dipoles with linear XYZ
unit (1–6) and less for the bent dipoles (the azometh-

ines, see Fig. 1) with a three-dimensional structure.

The larger the polarizability component azz is, the
easier can be the density of the 1,3-dipole molecule

polarized so that radicaloid centers are formed.

3. Also shown in Table 2 are the local mode XYZ
bending force constants ka, which are a measure for the

ease of bending of the heavy atom framework of XYZ

in phase 2. For the diazonium betaines and the
azomethines investigated, a larger bending force

constant (in line with a larger electronegativity differ-

ence between X and Z) leads to a larger barrier. This
effect is, however, outweighed by the charge polari-

zation and polarizability effects in the case of the

nitrilium betaines.

In Table 2, the calculated local mode stretching force

constants ka of bonds C3X2 and C1Z4 of the newly formed

five-membered rings are also given. They confirm that the
more polar bond (formed after the less polar bond) is

always the somewhat stronger (corresponding to a larger ka

value). The sum of these ka values reflects whether a planar
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ring with a delocalized 6p-system is formed (large sum) or

a (non)planar ring with limited p-delocalization. In the
former case, the barrier for cycloreversion is high.

Differences between the various cycloaddition reactions

Although the reaction mechanisms of the ten cycloaddi-
tions investigated in this work are very similar, there are

also remarkable differences, which become apparent from

the URVA analysis.
1. Differences between the reaction of an electrophilic

and a nucleophilic 1,3-dipole (for the former the
charge transfer ceases already in the entrance channel,

whereas for the latter it has it maximum in the exit

channel);
2. Differences between symmetric and asymmetric 1,3-

dipoles (for the former, phase 3 is a phase to prepare

the reaction complex for bond formation, whereas for
all other reaction systems, phase 3 is the phase for

forming the soft bond via long-range interactions

between radicaloid centers);
3. Similarly, there is a difference between 1,3-dipoles

with termini of similar or strongly different

electronegativities;
4. Diazonium and nitrilium betaine reactions lead to a

different phase 4 compared to that of the azomethine

cycloadditions (the product of the former reactions is a
planar ring with electron delocalization, and therefore,

phase 4 encompasses this process indicated by a large

scalar curvature at the end of the phase. The latter
reaction systems lead to a puckered ring, and therefore,

phase 4 is characterized by a small curvature peak and

small curvature values at the end reflecting a confor-
mational adjustment);

5. If the orientation phase includes conformational

adjustments of the 1,3-dipole, it is characterized by a
larger curvature enhancement. Such a case is given by

system 5 where the orientation leads to a rotational

adjustment of the 1,3-dipole in the reaction complex
(see Fig. 2e);

6. There is a fine distinction between different reaction

systems depending on whether the trans-bending mode
of acetylene is strongly, just weakly, or not at all

excited in the entrance channel so that the radicaloid

centers of acetylene develop with a very different pace
(see below);

7. Systems such as 6 and 8, which possess identical

reaction barriers within calculational accuracy, have
different reaction mechanisms as can be seen from the

curvature diagrams in phase 4 (see Fig. 2f, h). This

reflects that the TS and energy barrier are just
cumulative descriptors of a reaction, which result from

different electronic effects and their changes, but

which do not provide a detailed insight into the
mechanism.

Comparison with other mechanistic studies In the

‘‘Introduction,’’ three mechanistic hypotheses are men-
tioned, which are currently used to explain mechanistic

details of 1,3-dipolar cycloaddition reactions. They are

discussed below.
The distortion energy description Houk et al. [30, 32]

introduced the distortion energy as the energy required to

distort the dipole and the dipolarophile into the TS geom-
etries without allowing any interaction between them. The

total activation energy is the sum of the distortion and
interaction energy of the two distorted fragments frozen in

the TS geometry. These authors found a strong correlation

between the activation energy and the distortion energy for
the reaction of dipoles 1–9 with ethylene and acetylene.

Based on these findings, they concluded that the concerted

mechanism leads to a TS geometry at which the overlap
between the orbitals of the termini of the cycloaddends

directly leads to the cycloadduct without further geometry

distortion. To achieve this, the TS geometry requires dis-
tortion of the dipole, and the distortion is related to the

dipole stability.

These observations are in line with the URVA results in
so far as the TSs of the 1,3-dipolar cycloadditions are

located close to the end of the rehybridization phase, which

is the phase with the energy-consuming electronic structure
changes. In many other cases investigated so far, the TS

occurs at a less prominent position, which would make the

mechanistic interpretation of the distortion energy more
difficult [53, 65–67, 90].

Conventional investigations of chemical reactions focus

on the explanation of the height of the reaction barrier. This
is important, however, that the reaction barrier alone can-

not provide a detailed insight into the reaction mechanism

as presented in this work. As shown above, similar reaction
barriers do present neither a necessary nor sufficient con-

dition for similarity of the reaction mechanism. Likewise,

two reactions may have similar mechanisms although they
have different barriers. The energy barrier of a reaction is

just a cumulative measure of all electronic structure

changes taking place at the position of the TS, and there-
fore, it can only provide indirect and remote insight into the

electronic structure changes taking place during the

reaction.
The bending hypothesis Houk and coworkers concluded

that the correlation of the activation energy with the dis-

tortion energy implies that the vibrational excitation of the
reactants is an important feature of the mechanism [28].

When analyzing the transition vector for the reactions of

the diazonium betaines 1–3 with acetylene or ethylene,
these authors found that the translational vector associated

with the imaginary frequency is dominated by the bending

of the 1,3-dipole (up to 80 %). Classical trajectory calcu-
lations confirmed the dominance of the dipole bending
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excitation, which parallels the trend in the distortion

energies. Barnes and Hase performed variational transition
state calculations for the cycloaddition of diazonium

betaines 1–3 and ethylene [14]. They concluded that the

reaction rate for a fixed temperature will be increased by
selective excitation of the diazonium betaines bending

vibrational modes in line with Houk‘s findings.

The analysis of the reaction path direction reveals that in
none of the reaction systems investigated does bending

dominate the path direction. However, the curvature
enhancements shown in phase 2 are dominated by the

normal mode curvature coupling coefficient associated

with the XYZ and acetylene bending modes. Hence,
pumping up these modes will lead to an acceleration of the

reaction, provided the energy channeled into the bending

modes is not dissipated by Coriolis couplings with other
vibrational modes.

In Fig. 7a, the normal mode frequencies of reaction

complex 4 are given as a function of the reaction parameter
s in the range up to 1200 cm-1, which includes all bending

and torsional modes. Also shown are the avoided crossings

(ACs) between vibrational states of the same symmetry
AC1 to AC14, which are the positions of strong mode–

mode couplings. Clearly, there is the possibility of a con-

tinuous exchange of energy between the vibrational modes
along the reaction path, which should lead to energy dis-

sipation and thereby a reduction in mode-selective rate

enhancement.
If energy dissipation, involving key vibrational modes,

takes place before the TS, mode-selective rate enhance-

ment is quenched. Figure 7a and b shows that in the
entrance channel the XYZ bending mode, # 7, undergoes

Coriolis coupling with the trans-HCCH bending mode, # 9,

at s = -6.85 amu1/2 Bohr (AC1) and at s = -1.80 amu1/2

Bohr (AC4), which leads to a mixing of their characters

and an exchange of energy. Shortly before the TS, there is

another avoided crossing (AC5) involving modes #7 and
#10. This will effectively dissipate any energy pumped into

the XYZ bending mode # 7, which is in contrast to the

hypothesis of Houk [28] and Hase et al. [14].
The analysis of normal modes #7, #9, and #10 reveals

that energy stored in the first two modes can be transferred

to the cis-bending mode of HCCH (see Fig. 7a, b). This
mode must be triggered to establish radical centers at C1

and/or C3. Any energy stored in the XYZ bending mode #7

will activate cis-HCCH bending, which may accelerate the
reaction as long as XYZ bending takes place at the same

time. However, this cannot be guaranteed on the basis of

the mode–mode coupling situation before the TS.
All ten reaction systems investigated exhibit a similar

mode–mode coupling pattern, which leads to an energy

dissipation between those bending modes, which must
be excited for rate acceleration. Hence, the previous

observations of Houk and Hase are confirmed even though

complicated Coriolis coupling patterns as shown in Fig. 7a
normally make mode-selective rate enhancements inef-

fective. It will be interesting to see whether other dipol-

arophiles than acetylene lead to the same effective
mechanism despite a multitude of dissipation possibilities.

The biradical hypothesis Hiberty et al. [12] found a

correlation between the biradical character of 1,3-dipoles
1-9 and their reactivity toward ethylene or acetylene using

the breathing-orbital valence bond ab initio method [20].
Each 1,3-dipole is described as a linear combination of

three valence bond structures, two zwitterions and one

biradical, for which the weights in the total wave function
can be quantitatively estimated.

A reaction mechanism was proposed [12], in which the
1,3-dipole first distorts so as to reach a reactive electronic

state that has a significant biradical character, which then

adds with little or no barrier to the dipolarophile. By
determining the biradical character of the 1,3-dipole either

as the weight of the biradical structure at equilibrium or as

the energy gap between the ground state of the 1,3-dipole
and its biradical diabatic state, they found a useful corre-

lation between the biradical character and the barrier

heights. In line with Houk0s energy distortion/interaction
model, the barrier height for the cycloaddition of a given

1,3-dipole to ethylene or acetylene is dominated by bi-

radical energy, which rationalizes that for both ethylene
and acetylene addition, the barrier heights are nearly the

same despite significant differences in the exothermicity of

these reactions.
Again, this approach provides an energy-counting

argument, which does not necessarily lead to a mechanistic

insight. As shown in this work, the reaction is initiated by a
charge transfer to the dipolarophile and polarization of the

density of the latter. The generation of (a) (bi)radicaloid
center(s) at acetylene is as important as that at the 1,3-

dipole molecule and precedes or is parallel to the bending

of the 1,3-dipole. Also as noted above the major part of the
reaction barrier is due to the rehybridization and (bi)rad-

icaloid formation of the 1,3-dipole. However, mechanisti-

cally more important are the charge transfer, the population

of a pH(HCCH) orbital, and the softening of the bending

motion, which is the prerequisite for radicaloid formation.

In the first phase, the 1,3-dipole polarizes the acetylene
molecule and not vice versa. The difference in electro-

negativities of the 1,3-dipole termini X and Z decides on

the amount of charge transfer and the polarization.
We can distinguish between 1,3-dipolar cycloadditions,

which start with just one radicaloid center (bending of one

CCH group: e.g., system 4) and those which, because of
symmetry or similar electronegativities of X and Z, require

the bending of both CCH groups in acetylene and the

formation of a biradicaloid (e.g., systems 9 or 6). This
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mechanistic differentiation is supported by a sophisticated

energy exchange between 1,3-dipole bending, HCCH
trans-bending, and HCCH cis-bending motions before the

TS. In view of the URVA analysis presented in this work,

it is appropriate to speak in this connection of radicaloid-
and biradicaloid-driven cycloadditions. However, it would

be a simplification to consider just the biradical formation

of the 1,3-dipole molecule excluding the role of the
dipolarophile.

The Hammond–Leffler postulate The Hammond–Leffler
postulate, although not directly formulated in this way [91,

92], derives from the exothermic or endothermic character

of a reaction a characterization of the TS as being early (in
the first case) and late (in the second case). A quantification

of this postulate has turned out to be difficult until recently.

We showed that the TS of a reaction is shifted against the
center of the bond-breaking/forming processes (identified

via scalar curvature and local mode curvature coupling

coefficients) by an amount DsðTSÞ along the reaction path,
which is proportional to the reaction energy, DRE [69, 93].

The larger the shift parameter is, the more exothermic the

reaction is, and the earlier the TS is located in the entrance
channel. For endothermic reactions, the shift parameter

becomes negative [69, 93].

In Fig. 6, the DsðTSÞ values obtained in this work (see
also Table 2) are given in dependence of the calculated

reaction energies DRE. A linear relationship results, which

identifies reaction systems 5, 6, 4, and 9 as having an early
TS. This is a result of forming a stable five-membered ring

(a pyrazole, isoazole, or isoxazole with a delocalized 6p-

electron system) or converting an unstable 1,3-dipole such
as the azomethine ylide of reaction system 9 with high

biradical character into a more stable 2,5-dihydro-pyrrole.

The scalar curvature presents an important tool to verify
and quantify the Hammond–Leffler postulate.

4 Conclusions

This investigation confirms that chemical reactivity is the
result of the mutual polarization of the reactants (propor-

tional to their polarizing power and polarizability) and

charge transfer between them, which leads to a change
in their electronic structure and prepares them for the

reaction.

1. All ten 1,3-dipolar cycloadditions investigated in this
work with URVA follow a 4-phase reaction mecha-

nism with well-defined reaction phases defined by the

scalar curvature of the reaction path and features of the
unified reaction valley. These phases are identified and

characterized in their chemical nature with the help of

the local mode curvature coupling coefficients.

(1) Reaction phase 1 is the orientation phase where

charge transfer and charge polarization are
initiated;

(2) Reaction phase 2 is the rehybridization and bending

phase where radicaloid or biradicaloid struc-

tures are formed;
(3) Reaction phase 3 is the phase where the homolytic

formation of the softer bond starts;
(4) In Reaction phase 4 being characterized by a large

curvature peak, the formation of the harder

(more polar) bond and the finalization of the
new five-membered ring take place, accompa-

nied by p-delocalization (systems 1–6 and 10)

or ring puckering (systems 7–9).

2. The orientation of the 1,3-dipole XYZ relative to

acetylene is a consequence of the shape of the

exchange repulsion envelope around the 1,3-dipole.
This in turn depends on the electronegativity differ-

ence between X and Z. The orientation of the 1,3-
dipole determines the degree of charge transfer and

charge polarization and decides on the asynchronicity

of the formation of the two five-membered ring bonds.
Hence, the mechanism of the cycloaddition reaction is

decided early in the van der Waals range (phase 1). It

is important to note that the bond with larger CX or CZ
distance in the orientation phase is formed first, which

has to do with the fact that two radical centers can

undergo long-range interactions.
3. The driving force of all ten cycloaddition reactions is

the charge transfer from the 1,3-dipole to the acetylene

molecule. This is also true for the electrophilic 1,3-
dipole molecules, which differ from the nucleophilic

dipoles by a reduced charge transfer ability ceasing

before the TS (see Fig. 4b). Consequently, a much
higher energy barrier results. The amount of charge

transfer can be qualitatively predicted by investigating

the frontier orbitals of 1,3-dipole and dipolarophile,
which explains the success of FMO theory for

describing these types of reactions. However, we also

note that the detailed information provided by the
URVA analysis of a reaction (see, e.g., Fig. 4b) cannot

be expected from FMO theory.

4. In separate calculations, we have shown that any

transfer of negative charge into the pH MO of

acetylene leads to trans-bending, which is initiated in
phase 1, although it is in conflict with the actual cis-

bending required later in the reaction. Charge polar-

ization in acetylene as induced by the approaching 1,3-
dipole triggers CCH bending at the more negatively

charged acetylene terminus as could be shown with the

help of the local mode bending force constants.
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5. The 1,3-dipolar cycloaddition reactions are the first

reactions investigated so far [55, 65–69, 74, 90] for

which the mechanistically important electronic struc-
ture changes take place in the phase (here phase 2)

containing the TS so that the reaction barrier is almost

identical to the energy changes in this phase (phase 2;
see Fig. 5). In most other reactions, the location of the

TS is not significant for the individual mechanistic

changes because it is just an accountant for the sum of
all energy changes rather than a descriptor of specific

energy changes associated with individual mechanistic

steps.
6. The energy barrier is determined by mutual charge

polarization of the reactants and therefore directly

related to the polarizing power and the polarizability of
the 1,3-dipole molecule as reflected by its dipole

moment component in the direction of the acetylene

molecule and its polarizability component in the same
direction.

7. Another factor influencing the magnitude of the

reaction barrier is the stiffness of the XYZ-dipole as
measured by the local XYZ bending force constant. A

large (small) force constant implies a large (small)

barrier apart from the nitrilium betaines where mutual
polarization effects dominate the reaction barrier. The

local stretching force constants of the five-membered

rings formed reflect their degree of electron delocal-
ization and they are measures for the height of the

barrier of the cycloreversion reaction.

8. Previous work emphasizing the importance of an
excitation of the XYZ bending vibration for a mode-

specific acceleration of the reaction is confirmed,

however, with some important restrictions. There is a
multitude of Coriolis couplings, which in general

dissipate any mode-specific energy surplus. In the case

of the cycloaddition reactions 1–10, the peculiar
situation exists that XYZ bending couples with trans-

and cis-bending of HCCH in the entrance channel so

that any energy excess in the XYZ bending mode
facilitates the formation of radicaloid centers in the

dipolarophile without guaranteeing that XYZ bending

is enhanced. Future investigations have to clarify
whether this is a more general phenomenon.

9. The center of the chemical processes of bond forming

leading to the five-membered ring is located in the exit
channel. The shift parameter DsðTSÞ measures the

earliness of the TS according to the Hammond–Leffler

postulate and correlates linearly with the exothermicity
of the reaction as described by DRE, thus providing a

quantitative confirmation of this postulate.

The chemical reaction mechanism of the 1,3-dipolar

cycloadditions is determined in the van der Waals range far

off the TS. It is typical of a symmetry-allowed pericyclic

reaction that the energy needed to overcome the reaction
barrier is used to prepare the reactants for the reaction and

that the actual bond formation takes place after the TS in

the exit channel. The stability of the bonds being formed
and the degree of electron delocalization in the five-

membered ring determine the exothermicity of the

reaction.
The many mechanistic details, which the URVA ana-

lysis of the 1,3-dipolar cycloadditions unravels, provide a
solid basis for predictions concerning changes in the

reaction mechanism and the energetics upon replacing the

dipolarophile, substituting 1,3-dipole and/or dipolarophile,
or using metal catalysis to accelerate the cycloaddition

reaction. Any means that (1) increase the charge transfer to

the dipolarophile and/or (2) facilitate its charge polariza-
tion will lower the barrier of the cycloaddition. Substituents

of the 1,3-dipole will lower the barrier if they increase its

polarizability and charge polarization in such a way that
the asynchronicity of bond formation is supported rather

than hindered. The same applies also with regard to steric

effects. In view of the lengths of this work, the detailed
discussion of these effects will be the topic of a forth-

coming publication.
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