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One of the ultimate goals of chemistry is to understand and manipulate chemical reactions, which implies the ability to monitor the reaction and its underlying mechanism at an atomic scale. In this article, we introduce the Unified Reaction Valley Approach (URVA) as a tool for elucidating reaction mechanisms, complementing existing computational procedures. URVA combines the concept of the potential energy surface with vibrational spectroscopy and describes a chemical reaction via the reaction path and the surrounding reaction valley traced out by the reacting species on the potential energy surface on their way from the entrance to the exit channel, where the products are located. The key feature of URVA is the focus on the curving of the reaction path. Moving along the reaction path, any electronic structure change of the reacting species is registered by a change in the normal vibrational modes spanning the reaction valley and their coupling with the path, which recovers the curvature of the reaction path. This leads to a unique curvature profile for each chemical reaction, with curvature minima reflecting minimal change and curvature maxima indicating the location of important chemical events such as bond breaking/formation, charge polarization and transfer, rehybridization, etc. A decomposition of the path curvature into internal coordinate components or other coordinates of relevance for the reaction under consideration, provides comprehensive insight into the origin of the chemical changes taking place. After giving an overview of current experimental and computational efforts to gain insight into the mechanism of a chemical reaction and presenting the theoretical background of URVA, we illustrate how URVA works for three diverse processes, (i) [1,3] hydrogen transfer reactions; (ii) α-keto-amino inhibitor for SARS-CoV-2 Mpro; (iii) Rh-catalyzed cyanation. We hope that this article will inspire our computational colleagues to add URVA to their repertoire and will serve as an incubator for new reaction mechanisms to be studied in collaboration with our experimental experts in the field.

1 Introduction

Chemistry plays an important role in guaranteeing the sustainability of our world, both with regard to renewable energy, the economical use of natural resources, the generation of new materials with desirable properties, the control and preservation of our environment, or the unraveling of the chemistry of life. All these tasks require that chemists are able of controlling chemical reactions, which in turn implies the understanding of the mechanism of chemical reactions to the extent that new reactions can be designed on the drawing board without too many trial and error attempts at the bench. The optimization of reaction yields must become a rational design approach and the prevention of toxic products must be part of the design process of a reaction rather than an emergency measure after the fact.

Starting with the law of conservation of mass discovered by Lavoisier in 1789, chemists across the disciplines have tried to explore why and how chemical reactions occur and which molecular properties to measure for this purpose. Valuable overall insights into chemical reactions can be obtained from measured and/or computed kinetic data such as reaction rates or yields, or thermo-physical data including thermodynamic and transport properties. 1–3 The efficiency and accuracy of experimental instrumentation and computer hardware/software have improved significantly over time, offering today data with increasing accuracy, often collected in large databases,4,5 along with improved statistical methodologies and advanced software packages for data analysis.6–8 Also artificial intelligence (AI) has entered the scene, where algorithms learn to create and predict reaction outcomes, such as reaction rates, intermediates, products, and yields.9–15 AI has been utilized to design, discover, and explore new chemical reactions, e.g. via deep generative recurrent neural networks,16 or the design of 7 000 000 new reactions utilizing a variational auto-encoder (VAE).17
Whereas kinetic and thermo-physical data provide valuable information about the feasibility of a chemical reaction, and assessment of the performance of a catalyst in lowering the activation enthalpy, which are important factors for large scale production in chemical industry, these macroscopic properties do not necessarily disclose the intrinsic mechanism happening at the atomistic level. However, this ultimately needs to be known to fine-tune chemical reactions, improve the efficiency and turnover number of catalysts, and to systematically derive new design principles and protocols.
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A promising way to move into this direction are so-called in situ/operando techniques including in situ electron paramagnetic resonance spectroscopy (EPR), sum frequency generation vibrational spectroscopy, Raman spectroscopy, absorption near edge structure (XANES) spectroscopy and K-edge extended X-ray absorption fine structure (EXAFS) spectroscopy, X-ray powder diffraction (XRPD) or synchrotron and neutron scattering-based techniques, complemented with computational efforts, just to name a few. These techniques collect data about the chemical reaction as it proceeds. Another technique that has a significant impact in materials science is the scanning tunneling microscope (STM), which can visualize the movement of molecules while they are involved in a chemical reaction at the surface. A long debated question if one can observe a transition state (TS) of a chemical reaction was pioneered by Neuwark and shown through Zewail’s work which won the 1999 Nobel Prize in Chemistry. It is important to note that the definition of a TS can be broad. Zewail was able to elucidate apparent TS structures, with femtosecond spectroscopy experiments. Field and collaborators have also had success in finding TSs of isomerization reactions with photodissociation spectroscopy. Utilizing single-molecule spectroscopy in combination with fluorescence and force measurements have been applied to measure transition path times for protein folding. Although experimental in situ/operando techniques have made a huge step forward over the past decade, there are still some limitations to overcome, such as time resolution. In this situation computational chemistry offers a helping hand complementing the experimental data and exploring possibilities for improvement of current reactions and the design of reaction pathways. For example, quantum chemical calculations have been able to ‘see’ conventional transition states through theoretical spectroscopy in converged quantum mechanical calculations of the energies and lifetimes of the energy levels.

The concept of the potential energy surface (PES) forms the fundamental basis of almost all computational accounts on...
chemical reaction mechanisms, as well as major parts of theoretical molecular spectroscopy.\textsuperscript{40–42} The PES is the mathematical relationship between the potential energy of the reaction complex (RC, the union of reacting species) and its geometry. Under the consideration of the Born–Oppenheimer approximation, which states that in a molecule the nuclei are essentially stationary compared to the electrons, a point on the PES, i.e., the potential energy of the RC for set of fixed nuclear positions, can be obtained by a standard electronic structure calculation. For a RC being composed of $N$ atoms, mapping the PES spanned by the $N_{\text{vib}}$ dimensional space, with $N_{\text{vib}} = 3N - N_{\text{tr}}$, where $N_{\text{tr}}$ describes translations and rotations ($N_{\text{tr}} = 5$ for a linear and $N_{\text{tr}} = 6$ for a non-linear RC) is a formidable task, because the total number of sampling points is $M^{N_{\text{vib}}}$, where $M$ is the number of points taken for each degree of freedom. In particular, if a model chemistry is applied for the electronic structure calculation aiming towards chemical accuracy, computational resources are quickly exhausted even for smaller systems, demanding for clever strategies including machine learning and AI.\textsuperscript{9,43–50}

Fortunately, not all locations on the PES are of importance for a chemical reaction, such as the high energy regions. The often pursued poor man’s approach is to exploit the reaction via the analysis of the stationary points, i.e., reactant (R) and product (P) minima and the enclosed saddle point of first order (TS). There are various strategies (i.e., geometry optimization routines) for locating these points without resorting to mapping the full PESs.\textsuperscript{51–57} with TS searches being more difficult,\textsuperscript{58–60} requesting often chemical intuition and/or resorting to empirical rules, such as the Hammond–Leffter postulates\textsuperscript{61,62} as well as to AI.\textsuperscript{63–65} After locating the stationary points, their identification as minima and/or TS, is mandatory by a subsequent frequency calculation, a routine procedure in standard quantum chemistry packages. Depending on the model chemistry used, reaction enthalpies and barriers can be obtained from the stationary points with chemical accuracy (i.e., with errors smaller than one kcal mol$^{-1}$).\textsuperscript{1} Analyzing the optimized geometries and molecular properties, such as charges, dipole moments, frequencies, etc. at R, P, and TS, also provides some qualitative insight into the reaction mechanism.

For more complex reaction systems, a subsequent reaction path (RP) calculation needs to clarify if the stationary points under consideration are connected by the same RP. A variety of procedures are available to calculate the RP being traced out by the RC on its way from an entrance to exit channel\textsuperscript{66–73} including algorithms for automatically finding RPs\textsuperscript{74,75–77} and methods for working in a reduced dimensional space.\textsuperscript{78} One of the most popular reaction path is the so-called intrinsic reaction coordinate (IRC) path.\textsuperscript{79–81} Other alternatives include nudged elastic band\textsuperscript{82,83} or growing string-Newton trajectory paths, which can be useful for reactions without a barrier.\textsuperscript{84} Once the RP is determined further insight into the reaction mechanism can be obtained by collecting and analyzing molecular properties of the RC along the RP. Some representative examples include (i) monitoring changes of the topological features of the electron density\textsuperscript{85,86} or the electron localization function\textsuperscript{87} along the RP\textsuperscript{88–90}; (ii) the reaction force and force constant method, which is aimed at extracting information from higher derivatives of the energy profile taken along the RP,\textsuperscript{91–93} where one has to take into account that the energy is a cumulative property and as such the mechanistic information obtained is more of a holistic nature; (iii) the discussion of local reactivity descriptors, e.g., the Fukui function, and how they infer reactivity trends along the RP\textsuperscript{94,95}; and (iv) the recently suggested exploration of the PES with immersive virtual reality.\textsuperscript{96}

A complementary approach of monitoring the reaction mechanism is pursued in \textit{ab initio} molecular dynamics (MD) simulations as to provide an atomic visualization into the detail of molecular reactions on a femtosecond time scale.\textsuperscript{97–100} MD simulations can be performed on a previously constructed PES or alternatively with a direct methodology calculating the trajectories on the fly.\textsuperscript{101–103} In contrast to classical MD which relies on Newton’s equation, \textit{ab initio} MD is based on the Schrödinger equation. It offers a more realistic simulation of complex molecular systems and processes from first principles.\textsuperscript{104,105} MD has also been connected with machine learning procedures.\textsuperscript{15,106,107}

The Unified Reaction Valley Approach (URVA), developed in our group\textsuperscript{108–111} offers another complementary way to monitor the progress of a chemical reaction, namely via an in-depth analysis of the RP and its vicinity, forming together the so-called reaction valley, which is described in the following section.

## 2 The unified reaction valley approach

URVA combines the concept of the PES with vibrational spectroscopy. The progress of a chemical reaction from reactants \textit{via} TS to products is described by a large amplitude vibrational mode, defining the movement along the RP and the remaining $(N_{\text{vib}} - 1)$ vibrational modes perpendicular to the path are used to define the surrounding reaction valley. The idea of describing a reacting system \textit{via} a large amplitude motion and perpendicular vibrational modes goes back to the early work of Hofacker,\textsuperscript{114} Hougen,\textsuperscript{115} Marcus,\textsuperscript{116–118} Levine, Duff, Truhlar, and Kupperman\textsuperscript{79,119–121} and was further elaborated by Miller, Handy, and Adams (MHA) in their seminal work on the reaction path Hamiltonian (RPH).\textsuperscript{122} Impressive independent work on this topic was published by Kato and Morokuma in the same year.\textsuperscript{123}

The RPH is a classical Hamiltonian, describing the RC \textit{via} a one-dimensional reaction parameter $s$, i.e., the arc length of the RP and conjugated momentum $p_s$ and a set of normal coordinates $Q_{\mu}$ and conjugated momenta $P_{\mu}$ (with $\mu = 2, \ldots, N_{\text{vib}}$)

\begin{equation}
H[s,p_s,Q_{\mu},P_{\mu}] = T[s,p_s,Q_{\mu},P_{\mu}] + V[s,Q_{\mu}]
\end{equation}

The potential $V[s,Q_{\mu}]$ is approximated at each path point $s$ by the potential $V_0(s)$ along the path plus the potential for harmonic displacements perpendicular to the path

\begin{equation}
V[s,Q_{\mu}] = V_0(s) + \frac{1}{2} \sum_{\mu=2}^{N_{\text{vib}}} \left( k_{\mu}^2 (s) Q_{\mu}^2 (s) \right)
\end{equation}

The kinetic energy $T[s,p_s,Q_{\mu},P_{\mu}]$ is composed of the momentum $p_s$ along the RP and the momenta $P_{\mu}$ orthogonal to the path.
direction as well as so-called coupling terms $B_{\mu s}(s)$ and $B_{s \mu}(s)$

$$T[s, p_s, Q_\mu, P_\mu] = \left[ \frac{1}{2} \left( \frac{p_s^2 - \sum_{\mu=2}^{N_{vib}} B_{\mu s}(s) Q_\mu P_\mu}{1 + \sum_{\mu, \nu=2}^{N_{vib}} B_{\mu s}(s) Q_\mu P_\mu} \right)^2 \right]^2$$ (3)

The $B_{\mu s}(s)$ terms describe the coupling between the $(N_{vib} - 1)$ vibrational modes perpendicular to the path along $s$. Since this motion can be considered as a rotation of the transverse vibrational modes, they are often referred to as Coriolis couplings. They are given by the dot product between the generalized mass-weighted normal mode vector $\vec{\tilde{g}}_\mu(s)$ and the change of the normal mode vector $\vec{\tilde{g}}_\mu(s)$ with regard to $s$ and vice versa:122

$$B_{\mu s}(s) = \vec{\tilde{g}}_\mu(s) \frac{d\vec{\tilde{g}}_\mu(s)}{ds} = -B_{s \mu}(s)$$ (4)

The $B_{\mu s}(s)$ terms reflect the coupling between the vibrational modes $\mu$ perpendicular to the RP and the large amplitude motion along the RP.

The RP is a curved line in $N_{vib}$ dimensional space. As such, its direction and curvature can be derived with the Frenet–Serret formalism,124 as depicted in Fig. 1. The RP direction at a path point $s$ is given by the unit vector $\eta(s)$:

$$\eta(s) = \frac{\frac{d\hat{x}(s)}{ds}}{\|\frac{d\hat{x}(s)}{ds}\|}$$ (5)

where the derivative of the mass-weighted reaction coordinate $\hat{x}(s)$ with regards to $s$ is equal to the normalized mass-weighted gradient vector $\hat{g}(s) \equiv \hat{g}(\hat{x}(s)) = M^{1/2} \hat{g}(s)$ and $M$ is a diagonal matrix of atomic masses. The curvature vector $\kappa(s)$ is given by:108,125

$$\kappa(s) = \frac{d^2 \hat{x}(s)}{ds^2} = \frac{d\eta(s)}{ds} = -\left( \frac{1}{\|\hat{g}(s)\|} \hat{F}(\eta(s)) \eta(s) - \left[ (\eta(s))^T \hat{F}(\eta(s)) \right] \eta(s) \right)$$ (6)

One of the key findings of MHA’s RPH work,122 serving as the platform for URVA, is the connection between the $B_{\mu s}(s)$ terms and the reaction path curvature $\kappa(s)$, as reflected in the definition of the $B_{\mu s}(s)$ as the dot product between the reaction path vector $\eta(s)$ and the change of the normal vector $\vec{\tilde{g}}_\mu(s)$ equivalent to the dot product of $\vec{\tilde{g}}_\mu(s)$ and the change of $\eta(s)$ with regard to $s$, which corresponds to the reaction path curvature $\kappa(s)$

$$B_{\mu s}(s) = \eta(s) \frac{d\vec{\tilde{g}}_\mu(s)}{ds} = -\vec{\tilde{g}}_\mu(s) \frac{d\eta(s)}{ds} = \vec{\tilde{g}}_\mu(s)^T \kappa(s)$$ (7)

leading to

$$\kappa(s) = [\kappa(s)]^\frac{1}{2} = \left( \sum_{\mu=2}^{N_{vib}} B_{\mu s}^2(s) \right)^\frac{1}{2}$$ (8)

Due to this relationship, the $B_{\mu s}$ coefficients are called curvature couplings.

The main focus of the RPH was and still is to be used as a tool for the calculation of the dynamics of a chemical reaction, and in particular, the calculation of rate constants and tunneling coefficients;126–128 or as a valuable resource for laser spectroscopists working in the field of vibrationally driven reactions, which includes enhancement of reaction rates, manipulation of energy disposal, and promotion of a certain product channel by mode selective excitation.129–133 However, the depth of mechanistic information provided by the RPH was not fully exploited in a systematic way, until Kraka, Cremer, and co-workers started to transform the RPH approach into an advanced mechanistic tool, coined as the Unified Reaction Valley approach URVA.108–110,134

2.1 Reaction path curvature and chemical change

As depicted in Fig. 2, similar to valley paths in a mounting range, reaction paths on a PES are curved rather than straight lines, which forms a key feature of URVA.

During the course of a chemical reaction, the RC changes its electronic structure. This is directly registered by the vibrational modes, which are sensitive to even the smallest electronic structure changes. The change in the vibrations leads to a change in the coupling between valley and path motions as is described by $B_{\mu s}(s)$ coefficients, which altogether define the scalar reaction path curvature, as shown in eqn (8). Therefore, URVA’s main focus is on the scalar curvature $\kappa(s)$.

Monitoring the $\kappa(s)$ along $s$ leads to a unique curvature profile for each chemical reaction, with curvature maxima $K$ and minima $M$ as schematically shown in Fig. 3. The curvature maxima define the locations of electronic structure change such as charge transfer, polarization, rehybridization, bond cleavage/formation, or change in the optimal orientation of the reactants for reactive collision. Curvature minima $M$ are locations of minimal change, reflecting the transition from one chemical event to the next. Often they are the location of so-called hidden intermediates135–137 which may transform into a real intermediate upon changed reaction conditions and/or changing the electronic environment. Tantillo describes the not true minima(s) as ‘frustrated non-intermediates’.138 There are also perspectives on full hidden intermediates that are not detected by IRC-based methods (this is different from partially or explicit hidden intermediates that are on the ‘shoulders’ of the IRC path).139 It is interesting to note that these full hidden intermediates are only reachable through molecular dynamics.

![Fig. 1](image-url) Path direction and curvature of a multidimensional path described with a Frenet–Serret frame.
Fig. 2 Illustration of reaction path and surrounding valley on a PES via a real mountain range.

Fig. 3 Schematic representation of the scalar curvature $|\kappa(s)|$ (black solid line) given as a function of the reaction parameter $s$ for a model reaction. Curvature minima $M$ and curvature maxima $K$ are shown. The location of the TS is denoted by a dotted blue line. Reaction phases are denoted by dashed black lines. Four curvature components are shown in blue, red, orange and purple.

2.2 Decomposition of reaction path curvature

Further specific insights into the reaction mechanism, i.e., the disclosure of what chemical event is happening in a specific reaction phase, require a decomposition of $\kappa(s)$ into components (red, blue, orange and purple lines in Fig. 3). The sign of the component denotes whether it supports the chemical change (positive sign) or resists it (negative sign). Typically, only a few components at a given path position $s$ contribute to the curving of the reaction path, which allows for the analysis of larger chemical reactions more feasible.\(^{108,137,142–147}\) Different chemical reactions are characterized by different curvature patterns with varying numbers of reaction phases, which reflects their signature, i.e., the fingerprint of the reaction.

Originally, the decomposition of $\kappa(s)$ into $B_m(s)$ coefficients was performed, following the MHA’s RPH protocol.\(^{109,122,130,133,148}\) However, it turned out that such a decomposition, while it gives important information for laser enhancement of reaction rates or energy decomposition into vibrational modes,\(^{109}\) is of limited use for the decoding of the actual reaction mechanism, in particular in the case of larger systems, since the $B_m(s)$ are based on normal vibrational modes (see eqn (8)). Another problem from utilizing this protocol often leads to unphysical frequencies, which can be solved with curvilinear internal coordinates to obtain physical frequencies.\(^{149,150}\) As already pointed out by Wilson in 1941,\(^{151,152}\) normal vibrational modes often tend to delocalize over larger parts of a molecule, and in this way disguise the actual mechanism. Therefore, Konkoli, Cremer, and Kraka suggested to decompose $\kappa(s)$ into local curvature coupling coefficients $A_{ns}$ based on local vibrational modes $a_n$ that are associated with the internal coordinates $q_n(s)$ (with $n = 1, \ldots, N_{\text{ vib}}$) used to describe the RC; the first milestone of URVA.\(^{108,109}\) The local vibration mode theory has been recently described in two comprehensive review articles.\(^{153,154}\) The local curvature coupling coefficients $A_{ns}$ are defined as\(^{108,109}\)

$$A_{ns} = \kappa(s)^{1/2} \frac{a_n^s}{|a_n^s(s)|}$$  \hspace{1cm} (9)

The curvature decomposition into local modes $a_n^s(s)$ via eqn (9) has been successfully applied to a number of organic reactions in our group (for examples, see Table 1). However, it fails in the case of path instabilities (typically reflected by the occurrence of imaginary reaction valley frequencies). These path instabilities can be caused by methodological limitations (e.g., in transition metal catalysis reactions or bond breaking/forming processes leading to multi-reference character) or can have a chemical origin (e.g., a reaction path bifurcation of the PES). Any path instability prevents the description of electronic structure changes in terms of local mode curvature coupling coefficients $A_{ns}$. To cure this problem the decomposition of the reaction path curvature $\kappa(s)$ in terms of internal coordinates that are geometrically-based local modes $u_n$ was developed; another major milestone of URVA, thereby allowing a robust reaction path analysis which is no longer sensitive to path instabilities.\(^{155}\)

For each internal coordinate $q_n$, a unit column vector $u_n$ can be defined\(^{153–155}\) through its local mass $m_n^0 = G_{n,n}^{-1/2}$ and Wilson’s $B$-matrix formalism,\(^{152}\) connecting internal coordinate $q_n$ to the Cartesian coordinates $x$ via $b_n = dq_n/dx$.

$$\begin{align*}
 u_n &= \frac{M^{-1/2}b_n^1}{\|M^{-1/2}b_n^1\|} = G_{n,n}^{-1/2} M^{-1/2} b_n^1
\end{align*}$$  \hspace{1cm} (10)

where $G_{n,n} = (b_n M^{-1} b_n^T)$. With the help of $u_n$, eqn (5) can be rewritten in the mass-weighted internal coordinate $\bar{q}_n = (m_n^0)^{1/2}q_n$,\(^{155}\)

$$\eta_n^s(s) = \frac{d\bar{q}_n(s)}{ds} = G_{n,n}^{-1/2} \frac{dq_n(s)dx(s)}{ds} = G_{n,n}^{-1/2} b_n(s) M^{-1/2} \eta(s) = u_n^s \eta(s)$$  \hspace{1cm} (11)

leading to a decomposition of the reaction path direction $\eta(s)$ into internal coordinate components. Eqn (8) may also be
The decomposition into other coordinates, such as the Cremer–Pople puckering coordinates, is possible, provided that the corresponding Wilson B-matrix can be derived.113,152,159

The URVA software (pURVA) is a standalone Python code and can be obtained upon request from the authors. For details, see ref. 113.

3 URVA applications

Table 1 gives a representative overview of URVA studies ranging from organic reactions in gas phase and solution, homogenous catalysis, to reactions taking place in enzymes. In the following we present three examples, explaining how URVA can be utilized to help elucidating the reaction mechanism.

3.1 [1,3] Hydrogen transfer reactions

The first example illustrates how URVA complements the analysis of the stationary points with mechanistic details for a selection of six intramolecular [1,3] hydrogen transfer reactions (R1)–(R6) shown in Fig. 4. It is noteworthy that both formic (HC(O)OH) and thioformic acid (HC(O)SH) have recently attracted attention because they were discovered in interstellar space.174–176 According to DLPNO-CCSD(T)/aug-cc-pVQZ calculations, (R1) proceeds via a four-center TS with an activation enthalpy of 34.2 kcal mol\(^{-1}\) (see Fig. 4). The C1O2 double bond (BSO = 1.991) is transformed into a single bond (BSO = 1.157), the OH hydrogen bond (BSO = 0.937) is transferred from O3 to O2, there is also a weak hydrogen interaction with the carbonyl oxygen atom (BSO = 0.393). Substituting the hydrogen of the CH spectator bond with fluorine leads to a somewhat strengthening of both CO single and double bonds (BSO values are 1.240 and 2.062, respectively) and on the other hand leads to an increase of the weak carboxyl OH interaction (BSO = 0.407) which makes it difficult to explain the increased activation enthalpy of 39.4 kcal mol\(^{-1}\) just on bond strength arguments. The corresponding curvature diagram shown in Fig. 5(a) provides a more complete mechanistic picture. The reaction proceeds in four phases starting in phase 1 with a lengthening of the C1O2 bond (supporting, red solid line) while the formation of the new H5O2 bond is resisting (green solid line) as well as the bending of the C1O3H5 angle (red dashed line). The second phase is dominated by the supportive breakage of the H5O3 bond (purple solid line), the formation of the new OH bond assisted by the bending of the C1O2H5 framework (orange solid line). This process requires 25.6 kcal mol\(^{-1}\) compared to 11.4 kcal mol\(^{-1}\) spent in the first phase. As revealed by Fig. 5(b) reaction (R2) exhibits the same curvature diagram with one exception, in phase 1 and phase 2 there is contribution of the O2C1O3 angle (dashed blue line) leading to an energy
increase of 2.8 kcal mol\(^{-1}\) and 2.3 kcal mol\(^{-1}\) spent in phase 1 and 2 respectively.

H5-migration in dithioformic acid, reaction (R3) and in fluorodithioformic acid, reaction (R4) proceed with considerably lower activation enthalpies (23.1 and 25.0 kcal mol\(^{-1}\) respectively) compared to their formic acid counterparts as depicted in Fig. 4. Breakage of a SH bond requires less energy than breakage of a OH bond and a CS double bond is easier to transform into a CS single bond than a CO double bond, which is reflected by the reduced energy contributions to phases 2 and 1 (15.9 and 9.4 kcal mol\(^{-1}\) respectively, see Fig. 5(c)). The overall curvature patterns are the same for the formic and thioformic acid reactions. Interesting to note is that for both, reactions (R3) and (R4) the bending of the S2C1S3 plays a mechanistic role, explaining that fluorination is less influential than in the formic acid case. Reactions (R5) and (R6) show the OH migration in thioformic and fluorothioformic acid. Interesting to note is that the activation enthalpies for both reactions are almost the same (27.6 and 27.2 kcal mol\(^{-1}\), respectively), however reaction (R6) is more exothermic (\(-10.2\) versus \(-3.2\) kcal mol\(^{-1}\)) reflecting the larger effect of fluorination at the CO than the CS bond, see Fig. 4. The corresponding curvature diagrams are shown in Fig. 5(e) and (f). As for the symmetric reactions (R1)–(R4), the H-migration proceeds in 4 phases with similar decomposition patterns, bending and CS lengthening precedes OH bond breakage. The lower peak height in phase 4 (compared with phase 1) reflects that the CSH bending potential is less stiff than the COH potential and more shallow. The higher peak in phase 2 (compared with phase 3) relates to the larger strength and stiffness of OH bonds compared to SH bonds. In summary, the mechanism in these [1,3] H-migration reactions can be seen as an interplay between both the donor/acceptor capacities of O and S atoms and the bending of the heavy atom framework, i.e., according to URVA, the energy barrier will increase if the ACB (A, B = O, S) heavy atom framework is made more rigid rather than by decreasing the H-acceptor capacity of B.

3.2 α-Keto-amino inhibitors for SARS-CoV-2 M\(^{\text{pro}}\)

Beside gas phase reactions and reactions in solution, URVA can also be applied to hybrid quantum mechanics/molecular mechanics (QM/MM) methodologies. However, one has to keep in mind that the reaction space is spanned by all QM + MM atoms (often in the range of 5000 or more) making these studies technically more challenging. As an example our study on α-keto-amino inhibitors for the main protease of SARS-CoV-2 (SARS-CoV-2 M\(^{\text{pro}}\)) is presented in the following. SARS-CoV-2 M\(^{\text{pro}}\) is a cysteine protease that takes part in the viral replication process. A recent crystal structure of the inhibitor bound to SARS-CoV-2 M\(^{\text{pro}}\) suggests that α-ketoamide blocks the virus from replication via forming a CN bond with Cys145 of the protease, identifying the inhibitor as covalent binder. Whereas weak chemical protein–drug interactions can be modeled with fast MM approaches this is no longer possible when the drug forms a chemical bond with the target. Because of the direct involvement of electrons that are neglected in the MM approach a QM ansatz is required. The one-step formation of the CS bond between the α-ketoamide inhibitor and the side chain of Cys145 in SARS-CoV-2 M\(^{\text{pro}}\) proceeds via the nucleophilic attack of Cys S atom on the
carbonyl C atom of the inhibitor and via a synchronous migration of the Cys145 H5 hydrogen atom to the oxygen atom of the attacked CO bond of the inhibitor (see Fig. 6(a)). CS one-step bond formation in the protein is influenced by the interaction with the His41 residue of SARS-CoV-2 Mpro, which is located in close proximity of the reaction site. There are two different protonation forms of His41 determining how it interacts; in His41ε the interaction is via a hydrogen atom of the ε nitrogen atom of the histidine imidazole ring (Fig. 6(b)) and in His41δ via the lone pair of the δ nitrogen atom of the histidine imidazole ring (Fig. 6(c)). Both possibilities were considered in our QM/MM study of the protein reaction and compared with the reaction in the gas phase, where the cysteine residue was modeled by CH3–SH.187

---

**Fig. 5** Curvature profiles (black solid lines) and curvature decomposition into most important components (colored lines) for [1,3] hydrogen-migration reactions (R1)–(R6). Reaction phases defined by the curvature minima M1, M2... are indicated by dashed vertical lines and are labelled by blue numbers. The TS is indicated by a vertical dotted line. The energy contribution (in kcal mol⁻¹) from each reaction phase to the activation energy is given by the green numbers. B3LYP/6–311G(d,p) level of theory.
His41e and His41d favorable. In contrast, the one-step reaction in the protein becomes exothermic with bending (dashed red line). In phase 8 including the TS, and dominates the large curvature peak together with COH still resisting in phase 7, SH bond cleavage becomes supportive. Whereas OH bond formation is bending (dashed blue line) is strongly supporting and HSC cleavage of the SH bond (blue line) are still resisting. OHS forming the formation of the new OH bond (green line) and the (purple line), both being supportive. Hydrogen migration involving the carbonyl CO double bond of inhibitor into a single bond is instrumental for the fundamental understanding of metal–H interactions and hydrogen activation leading to the finalization of OH bond formation becomes the dominating event accompanied by the finalization of CS bond formation as well as SH bond cleavage and CO bond adjustment leading to a large curvature peak located at the TS, i.e., all these events account for the barrier. Final adjustments to the product proceeds slowly being reached at 15 path units.

As revealed by the curvature patterns shown in Fig. 7(c) and (d), the overall one-step reaction mechanism in the protein is similar to that in the gas phase, an observation we also made in previous URVA enzyme studies. This also shows that even for reactions with thousands of degrees of freedom, URVA projects key reaction features into a digestible subspace, determined by the reaction phases. On the other hand URVA also discloses important differences between gas phase and protein reactions. For both the His41e and the His41d protonation form the large curvature peak connected with the finalization of OH bond as well as SH bond cleavage and CO bond adjustment have been moved into phase 4 after the TS which is contained in phase 3, i.e., these events do not longer contribute to the energy barrier, explaining the lower activation energies in the protein. Whereas in the gas phase CS bond formation is completed synchronously with OH bond formation (see phase 8) in the protein the CS bond finalization follows OH bond finalization in phase 6. As obvious from Fig. 7(a) the protein reactions are completed faster than the gas phase reaction (9.8 and 11.5 path units for the protein reactions compared to 15 path units for gas phase reaction) which is indicative of space confinement support in the protein reaction. Interesting to note are the different curvature patterns of the His41e and the His41d protonation forms in the exit channel, which originate predominantly from five dihedral angles, defining the orientation of the cysteine side chain relative to the ligand (Fig. 7(c) and (d), olive line labelled as “additional”). In the His41d protonation form these dihedral contributions form a new phase 7, where the reaction complex is moved farther along the RP on the PES, while in the His41e they are covered by phase 6. In summary, the different exit channel curvature patterns of these two histidine forms reflect in a sensitive way the different ligand positions relative to histidine.

As depicted in Fig. 7(a) the gas phase activation enthalpy of 38.4 kcal is reduced in the protein to 33.0 and 28.7 kcal mol⁻¹ for the His41e and His41d protonation forms, respectively. This is a clear indication that the protein environment, in particular the His41 interaction, supports CS bond formation. The gas phase reaction is endothermic (ΔHₑ = 8.8 kcal mol⁻¹) making it unfavorable. In contrast, the one-step reaction in the protein becomes exothermic with ΔHₑ values of −3.8 and −10.6 kcal mol⁻¹, for the His41e and His41d protonation forms, respectively. This shows the efficiency of the inhibitor establishing a chemical bond with SARS-CoV-2 Mpro blocking viral replication. Whereas the energetics deliver the important proof that the inhibitor works, they cannot provide mechanistic details leading to a better understanding of what causes the decrease of the barrier in the protein and what makes the reaction exothermic in the protein environment. These questions can be tackled by URVA. Fig. 7(b) and (c) show the curvature diagrams of the three reactions.

The gas phase reaction is composed of 9 distinct reaction phases. Phases 1–4 are uneventful preparation phases which are not in Fig. 7(b). Phase 6 is characterized by the start of CS bond formation (red line) and the onset of transformation of the carbonyl CO double bond of inhibitor into a single bond (purple line), both being supportive. Hydrogen migration involving the formation of the new OH bond (green line) and the cleavage of the SH bond (blue line) are still resisting. OHS bending (dashed blue line) is strongly supporting and HSC bending is strongly resisting. Whereas OH bond formation is still resisting in phase 7, SH bond cleavage becomes supportive and dominates the large curvature peak together with COH bending (dashed red line). In phase 8 including the TS,
emerging field of designing catalysts for efficient support of both C–C bond formation and C–H cleavage via C–H bond activation, and more broadly, contributing to two essential tasks in organic synthesis, namely C–C bond formation and C–H bond activation.

In the following we discuss the URVA results for a model reaction describing the Rh-catalyzed formation of acetonitrile starting from a \( \text{[(Z)_5-C_5H_5]Rh(PH_3)(CH_3)(CN)} \) complex, a simplified version of the \( \text{[(Z)_5-C_5Me_5]Rh(PMe_3)(CH_3)(CN)} \) catalyst suggested by Evans. Following our standard URVA protocol for homogenous catalysis reactions, we first studied the non-catalyzed model reaction between HCN and \( \text{CH}_4 \) involving both the C–C bond formation and the C–H bond cleavage, shown in Fig. 8(a) and (b). According to URVA, the reaction proceeds in 10 phases. The activation energy of 127.6 kcal mol\(^{-1}\) clearly shows that a direct reaction between alkane and HCN is without practical use. As revealed by the curvature diagram, the most expensive chemical events (phases 3 and 4) are the start of the new C–C bond formation (blue line in Fig. 8(b)) and the simultaneous start of the new H–H bond formation (red line in Fig. 8(b)) contributing with 53.9 kcal mol\(^{-1}\) to the activation energy and the start of C–H breakage in phase 5 (green line in Fig. 8(b)) contributing with 62.7 kcal mol\(^{-1}\) to the activation energy.

Fig. 8(c) and (d) demonstrate how this is solved by the Rh catalyst, in particular how both C–C bond formation and C–H bond cleavage are supported in a cost effective way. The catalyst splits the reaction into two parts, a feature we have also observed for other catalysis reactions, such as the Au(I) assisted sigmatropic rearrangement of allyl acetate. The major catalytic activities of the first reaction with a barrier 33.8 kcal mol\(^{-1}\) imply loosening of the Rh–C a bond, supporting in this way the formation of the new C–C bond and the generation of an intermediate, which is stabilized by an agostic interaction between Rh and the C\(\equiv\)H bond. The second step, shown in
Fig. 8  Non-catalyzed model reaction (R0): CH₄ and HCN. (a) Energy profile. Energy contributions of each reaction phase to the total activation energy are shown in black italics. (b) Curvature profiles (black solid lines) and curvature decomposition into most important components (colored lines). Reaction phases defined by the curvature minima M₁, M₂, ... denoted by vertical dashed lines and labelled by blue numbers. The TS is indicated by a vertical dotted line. B3LYP/6-31G(d,p) level of theory. First step of (η⁵-C₅H₅)Rh(PH₃)(CH₃)(CN) rearrangement involving C₆H₆ bond formation, (R1). (c) Energy profile. (d) Curvature profile (black solid lines) and curvature decomposition into most important components (colored lines). The olive line, labelled “additional” accounts for the sum of 5 dihedral components, see text. Second step of (η⁵-C₅H₅)Rh(PH₃)(CH₃)(CN) rearrangement involving C₆H₆ bond cleavage (R2). (e) Energy profile. (f) Curvature diagram. B3LYP/6-31G(d,p) level of theory for reaction (R0), B3LYP/6-31G(d,p)/SDD(Rh) level of theory for reactions (R1) and (R2).

Fig. 8(e) and (d) with a barrier of only 2.5 kcal mol⁻¹ is devoted to the cleavage of the already weakened C₆H₆ bond, demonstrating the perfect C–H bond activation of the catalyst. In summary this example shows how URVA provides important mechanistic details which are useful for both the fine-tuning of existing and the design of new catalysts.
4 Conclusions and future perspectives

URVA is a unique quantum chemical tool for the in-depth study of chemical reaction mechanisms at the atomic level. URVA unravels the complex interplay between the vibrations and the electronic structure changes of the RC when moving along the RP. It records all chemical events taking place from the entrance channel (van der Waals region) up to the energy pass point and then down through the exit valley to the products. Important and less-important events are differentiated by focusing on the curvature of the RP rather than analyzing features of the reaction complex itself. This makes URVA feasible also for large molecular systems with many degrees of freedom and for complex reaction mechanisms, as found in enzyme catalysis. The unique curvature profile of a chemical reaction helps find in the most efficient way the mechanistic needles in the haystack.

Three representative URVA studies are presented in this article providing a flavor of how URVA discloses the different facets of chemical reactions ranging from organic reactions in the gas phase, reactions in enzymes, to homogenous catalysis.

1. [1,3] hydrogen transfer reactions: the URVA results of the six relatively simple [1,3] hydrogen transfer reactions presented in this work disclose that the actual H-migration proceeds via two phases, starting with bending of the ACB framework, lengthening of the reactant C=O or C=S double bond followed by the actual H-bond migration. The overall mechanism in these reactions can be seen as an interplay between both the donor/acceptor capacities of O and S atoms and the bending of the heavy atom framework, i.e., according to URVA, the energy barrier will increase if the ACB (A, B = O, S) heavy atom framework is made more rigid rather than by increasing the H-acceptor capacity of B.

2. α-keto-amino inhibitors for SARS-CoV-2 M\textsuperscript{pro}: first of all it is interesting to see that the curvature diagram for an enzyme reaction with thousands of atoms is still simple and compact enough to allow the visualization of major chemical events, i.e., URVA projects key reaction features into a digestible subspace, determined by the reaction phases. The overall one-step reaction mechanism in the protein is similar to that in the gas phase, an observation we also made in previous URVA enzyme studies.\textsuperscript{171} clarifying that the enzyme does not change the overall reaction mechanism, it accelerates the reaction via space confinement and shifts energy consuming events into a reaction phase after the TS. Whereas in the gas phase both CS bond formation is completed synchronously with OH bond formation, in the protein the CS bond finalization follows OH bond finalization. In addition, the curvature diagram also provide subtle differences between His41ɛ and the His41δ complexation of the inhibitor, which are useful for fine-tuning the strength of the inhibitor-protein CS bond, blocking the replication of the virus.

3. Rh-catalyzed cyanation: this homogenous catalysis reactions illustrates our URVA roadmap for catalyst design\textsuperscript{113,170} (i) first, study the non-catalyzed reaction; identify energy consuming events before the TS, identify hidden intermediates to be used to break up the reaction into several steps. (ii) Then identify a catalyst which can (a) transform the hidden intermediates into real intermediates and (b) change the sequence of steps and/or move the energy consuming steps into the exit channel. Overall, in non-catalyzed reactions, chemical events (e.g., bond breakage/formation) often occur rather abruptly; in catalysis bond breaking may stretch over several reaction phases, thus transforming this event into an energy saving process.

URVA discloses that the unfavorably high activation energy of 127.6 kcal mol\textsuperscript{-1} for the non-catalyzed model reaction, i.e., the direct reaction between HCN and CH\textsubscript{4}, is caused by the fact that both CC bond formation and CH bond breakage occur before the TS. The Rh catalyst breaks up the non-catalyzed reaction into two energy saving steps. In the first step, the Rh–C bond is loosened, supporting in this way the formation of the new the C–C bond and the generation of an intermediate, which is stabilized by an agostic interaction between Rh and the CH bond to be broken. The second almost barrier-less step is then devoted to the cleavage of the already weakened CH bond, demonstrating the perfect C–H bond activation of the catalyst. These important mechanistic details provided by URVA are useful for both the fine-tuning of existing and the design of new catalysts.

We hope that this article will inspire our computational colleagues to add URVA to their repertoire and will serve as incubator for new reaction mechanisms to be studied in collaboration with our experimental experts in the field.
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