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A B S T R A C T

Computational studies on luminescent properties of lanthanides chelates are important for the pre-synthetic
design of new luminescent materials. However, the development of suited computational methods and
protocols is still in its infancy. Here we present a new computational protocol for a systematic description
and analysis of luminescent properties of Ln(III) chelates. The new methodologies herein presented are
divided in three major categories: (1) Utilization of local vibrational mode theory for obtaining local Ln–
ligand force constants; (2) Calculation of ligand effective polarizabilities through complex localized molecular
orbitals; and (3) Extended formulation of excited state donor–acceptor R

L
distances accounting for excited

molecular orbitals weights. The protocol was applied to understand the underlying photophysical processes in
two Eu(III) complexes with mercapto-triazole Schiff bases as main ligands, utilizing time-dependent density
functional theory (!B97X-D/MWB52(Eu)/Def2-TZVP). The introduction of local force constants into lanthanide
spectroscopy led to a unique explanation of the inverse relationship between the Ln–ligand strength and
ligand effective polarizability. This new protocol will contribute to a better understanding of Ln–ligand bond
properties, to more accurate results in terms of Judd–Ofelt intensity parameters and overall quantum yield,
and will bridge the current gap between available theoretical results and experimental data.

1. Introduction

Materials based on trivalent lanthanides ions (Ln(III)) are known
mainly because of their magneto-optical properties employed as bio-
logical probes [1], UV dosimeters [2], organic light emitting diodes
(OLED) [3], persistent radioluminescence phosphors [4,5], nanoth-
ermometers [6,7], optical sensing and Internet of Things [8]. The
f-electrons of Ln(III) ions are shielded by the filled (and more radially
external) s and p subshells, leading to weak interactions with the
environment. Though weak, this interaction is responsible for unfolding
energy levels of the f-electrons that leads to interesting and useful Ln
compounds with luminescent properties [9].

The modeling of Ln(III) luminescent properties is a multistep pro-
cedure that can be pictured as an in silico experiment. In fact, this
computer experiment follows the usual chemical/physical experimental
procedure, namely, preparation of the system, control of variables,
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measurements, and analyses [9]. A wide range of different ligands (in
different chemical environments) is capable of interacting with differ-
ent Ln(III) ions. Polydentate ligands increase complex stability com-
pared with their monodentate counterparts forming, in this way, the ba-
sis to highly luminescent lanthanide compounds [10]. Also, lanthanide
ions have a preference for coordinating with hard Lewis bases such as
oxygen and nitrogen, which are present in the main ligands, such as
2,2’-bipyridine, 1,10-phenantroline and �-diketonates [11]. The proper
description of the complex molecular geometry (or solid-state structure)
and the satisfactory description of Ln(III)–ligand interactions are the
main challenging tasks in the modeling of energy transfer processes and
photophysical properties. The theoretical methodology applied requires
the proper treatment of relativistic effects, that can be included by
different methodologies, namely: the Zero-Order Regular Approxima-
tion (ZORA) [12,13], the Douglas–Kroll–Hess (DKH) Hamiltonian [14,
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Fig. 1. Schematic representation of (a) the Eu(III) complexes and (b) L2 and L5, the corresponding Schiff base ligands studied in this work. Index numbers in (a) refer to the
numbering of atoms used in this work. Carbon atoms are indicated by numbers without atomic symbols and hydrogen atoms bonded to them are omitted.

15] or the Normalized Elimination of the Small Component (NESC)
Method [16] and its updates and new implementations [17–20]. These
methods offer different strengths and computational costs and are
scalar relativistic corrections for the contraction of s- or p-orbitals and
the expansion of d- or f-orbitals.

Complex geometries and electronic structure properties, such as
transition states properties (energies, location, and their oscillator
strengths) and vibrational frequencies are used to calculate so-called
theoretical intensity parameters [21], intramolecular energy transfer
(IET) rates [9] and other relevant transition rates. These rates are then
used in turn to build a system of coupled rate equations [9], which
is solved to provide state populations, overall quantum yield, decay
lifetimes, and other luminescent properties. These procedures all rely
on accurate and high quality computational data.

The present work aims at highlighting a series of improvements
concerning the computational modeling of the photophysical prop-
erties of Ln(III)-based complexes. As a proof of concept, the new
featured procedures highlighted here were applied to gain a better
understanding of the underlying photophysical processes in two Eu(III)
complexes (Fig. 1) with mercapto-triazole Schiff bases (derived from
3-nitrophenyl-4-amino-5-mercapto *1,2,4-triazole with benzil/diacety)
as main ligands. Schiff bases correspond to a sub-class of imides largely
used as ligands in metal complexes acting as donors to form stable
metal chelates [22] with biological applications such as those employ-
ing antiviral, antifungal, antibacterial and antitumoral activities [23–
26], cancer diagnosis and therapy [27], and technological applications
such as OLEDs, liquid crystals and metal sensing [28–31]. Panday and
collaborators recently published a series of lanthanide complexes with
tetradentate mercapto-triazole Schiff bases as ligands with antibacterial
and antifungal activities increased by the Ln(III) coordination [32], and
sensitization of lanthanide ion [33]. Here the studied compounds was
extracted from Vishwakarma and coworkers [33], that compiled a large

set of Tb(III) and Eu(III) complexes with mercapto-triazole Schiff bases
acting as main ligands. These authors reported emission spectra only for
two types of compounds, labeled L2 in Fig. 1a and L5 in Fig. 1b [33].
As one wants to evaluate the robustness of featured methodologies, the
comparison between experimental and theoretical intensity parameters
is a prerequisite. To maintain consistency, here the same labels (L2
and L5) are adopted in this work. The overall quantum yields were
reported as 50% and 53% for [Eu(L2)Cl(H2O)3] and [Eu(L5)Cl(H2O)3]
compounds, respectively.

The featured new methodologies shown here are divided in three
categories: 1. Utilization of the local vibrational mode theory [34] in
the description of Ln(III)–ligand charge factors (through local force
constants ka) that appear in the theoretical intensity parameters; 2. Im-
proved effective ligand polarizabilities (↵®) by decomposing the molec-
ular polarizability for the entire complex into localized molecular
orbitals (LMOs) contributions; and 3. New formulation of the donor–
acceptor distance expression (RL — i.e. ligand excited state centroids
to the Eu(III) ion) that includes different orbital excitations that com-
pose the excited state. All new implementations are included in the
JOYSpectra [35], ChemBOS [36,37], and LModeA [38] packages.

2. Methodology

2.1. Experimental data extraction

The emission spectra of the [Eu(L2)Cl(H2O)3] and [Eu(L5)Cl(H2O)3]
complexes were taken from Ref. [33] using the WebPlotDigitizer pro-
gram.1 The area under the Eu(III) 5D0 ô 7FJ (J = 1, 2, and 4)

1 (https://automeris.io/WebPlotDigitizer/)
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Fig. 2. Experimental emission spectra for [Eu(L2)Cl(H2O)3] and [Eu(L5)Cl(H2O)3] complexes.
Source: Reproduced with permission from A. Vishwakarma, S.K. Sengupta, O.P. Pandey,
Characterizations and photo-physical properties of synthesized Europium(III) and Terbium(III)
complexes with mercapto-triazole Schiff base ligands, J. Lumin. 229 (2021) 117659.
© 2021 Elsevier.

transitions (Fig. 2) are then utilized to determine the experimental
intensity parameters ⌦exp
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:
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reduced matrix elements with values 0.0032 and 0.0023 for � = 2
and 4 [39], respectively. Einstein’s spontaneous emission coefficients
(A0ô�) were obtained using A0ô1 = 50 s*1 from the magnetic dipole
5D0 ô

7F1 emission as a reference [40]:

A0ô� = A0ô1

0
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1

(2)

where S0ô� and S0ô1 are the integrated areas under emission curves
of the 5D0 ô 7F� and 5D0 ô 7F1 transitions, respectively. The
obtained S0ô2, S0ô4, ⌦

exp

2 , and ⌦exp

4 values are set out in Table S1 (see
Supplementary Material).

2.2. Theoretical intensity parameters

The theoretical intensity parameters ⌦
theo

�
provide information

about the chemical environment around the Eu(III) ion. As described in
the literature [21,41–48], these quantities can be obtained as follows
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Eq. (4) represents the forced electric dipole (FED, original Judd–
Ofelt theory [46,48]) contribution in the framework of the simple

overlap model (SOM) [41,42] and Eq. (5) is the expression for the
dynamic coupling contribution (DC) [43,44,47,49] in the framework
of the bond overlap model (BOM) [21,50]. Both SOM and BOM take
into account covalency effects.

�E stands for the average energy denominator method by Bebb and
Gold [51,52]. The numerical factors ⇥(t, �) are the relation between
f–g and f–d interconfigurational transitions and 4f radial integrals,
assuming values of ⇥(1, 2) = *0.17, ⇥(3, 2) = 0.34, ⇥(3, 4) = 0.18,
⇥(5, 4) = *0.24, ⇥(5, 6) = *0.24, and ⇥(7, 6) = 0.24 [53]. g is the charge
factor that, together with the overlap integral (⇢), compose the overlap
charge between the coordinating atom and the Ln(III) ion [54]. The
� parameter is given by (1 ± ⇢)*1 [41]. Y t<

p
are spherical harmonics,

where the site environment symmetry is treated by the sum over j
index (Eqs. (4) and (5)). BOM describes the ligand’s polarizability
in terms of ↵OP and ↵

®; the former is defined as the chemical bond
overlap polarizability [55] and the latter represents the ligand effective
polarizability, which is related to a specific molecular region that
may directly (or indirectly) affect the chemical environment of the
lanthanide ion [21,50,56]. The values of ↵OP were determined using
the JOYSpectra web platform [35] as follows:

↵OP = e
2
⇢
2
R
2

2�"
(6)

where e is the electron charge, R is the bond length, ⇢ is the overlap in-
tegral and �" is the first excitation energies associated with Ln-ligating
atom species [57].

The quantity g, in the context of SOM, is the charge factor that,
together with the overlap integral (⇢), compose the overlap charge
between the coordinating atom and the Eu(III) ion [54]. The g quantity
can be evaluated as follows:

g = R

u

k

2�"
(7)

where k is the force constant associated with the Ln * L atomic pair.
In previous works, a pseudo diatomic-like model [21] was applied

to calculate k (and corresponding g) values. In addition, our initial
approach was limited to mono and bidentate ligands. Herein we use
for the first time in Eq. (7) local mode stretching force constants
k
a

n
(Ln * L), derived from the local vibrational mode theory (LMV), orig-

inally introduced by Konkoli and Cremer [58–62]. A comprehensive
description of LMV and its applications can be found in Ref. [34] and
references therein. Therefore, in the following only some highlights are
summarized.
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2.3. From Wilson GF formalism to the local vibrational mode theory

Applying the Wilson GF machinery, i.e., solving the Wilson equation
of vibrational spectroscopy Eq. (8) [63–69] leads to normal mode
frequencies, normal mode force constants and normal mode vectors
expressed in normal coordinates.

FxÉL = MÉL⇤ (8)

where Fx is the force constant matrix expressed in Cartesian coordi-
nates xi (i = 1, 5 3N). M is the diagonal mass matrix containing the
atomic mass for each atom three times to account for the motion in x,
y and z directions, and matrix ÉL collects the vibrational eigenvectors
Él� in its columns (� = 1,… ,Nvib). The number of vibrational modes
Nvib equals 3N - Ntr with the translational and rotational modes Ntr

being 5 for linear and 6 for non-linear molecules. ⇤ is a diagonal matrix
with the eigenvalues �� , which leads to the (harmonic) vibrational
frequencies !� according to �� = 4⇡2c2!2

�
. The tilde symbol indicates

mass weighting. The normal mode eigenvectors and eigenvalues are
obtained by diagonalizing the force constant matrix Fx defined in Eq.
(8) according to ÉL†FxÉL = ⇤ with the normalization condition ÉL†MÉL =
I. Usually, the normal mode vectors Él� are re-normalized [63] so that
Eq. (8) takes the following form

FxL = ML⇤ (9)

Solution of Eq. (9) leads to the diagonal normal force constant ma-
trix K, and the reduced mass matrix MR in normal coordinates Q,
respectively, with the dimension of matrices K and MR being Nvib ù
Nvib.

L†FxL = K (10)

L†ML = MR (11)

One can also express the molecular geometry in terms of internal
coordinates q rather than Cartesian coordinates x. In this case the
Wilson equation [63] becomes

FqD = G*1D⇤ (12)

where D collects the normal mode vectors d� (� = 1,… ,Nvib) column-
wise, and the Wilson matrix G, which is defined as

G = BM*1B† (13)

represents the kinetic energy in terms of internal coordinates. The
elements of the rectangular B matrix in Eq. (13) are defined by the
partial derivatives of internal coordinates qn (n = 1, 2, 3…Nvib) with
regard to Cartesian coordinates xi (i = 1, 2, 3…3N),

Bn =
�qn(x)
�xi

(14)

The B matrix plays a central role for the Wilson equation of spec-
troscopy, namely connecting different sets of coordinates (internal,
symmetry, curvilinear, etc.) [70–72] or Cremer–Pople ring puckering
coordinates, [73] with the Cartesian coordinates.[63] Therefore, when-
ever a new set of coordinates is introduced, the first step is to derive
the appropriate B matrix. Diagonalization of Eq. (12) leads to the
equivalent of Eq. (10)

D†FqD = K (15)

The transformation to normal coordinates Q leading to the di-
agonal force constant matrix K collecting normal vibrational force
constants and matrix D collecting the normal mode vectors d� in
internal coordinates is a standard procedure in modern quantum chem-
istry packages [74–76]. In particular, normal mode stretching force
constants have become a popular measure of bond strength. However,
caveat is appropriate. As already pointed out by Wilson in 1941 [77],

normal coordinates Q are generally a linear combination of internal
coordinates q or Cartesian coordinates x

Q� =
Nvib
…

j

( ÉD†G*1)�jqj (16)

Q� =
3N
…

j

( ÉD†G*1B)�jxj (17)

leading to normal vibrational modes that are generally delocalized
over the molecule and in this way limiting the use of normal mode
frequencies and normal mode force constants as bond strength measure.
For this purpose, local vibrational modes an and related local mode
frequencies !a

n
and force constants ka

n
are needed.

Konkoli and Cremer [34,58–62,78] derived local vibrational modes
an from the diagonal force constant matrix K and the normal mode
vectors d�

an =
K*1d†n
dnK*1d†n

(18)

where the local mode an is expressed in terms of normal coordinates Q
and dn is the nth row vector of the D matrix. To each local mode an a
corresponding local mode force constant ka

n

k
a

n
= (dnK*1d†

n
)*1, dn = BnL (19)

and local mode frequency !a
n
can be defined:

!
a

n
= 1

2⇡c

v

ka
n

ma
n

, (20)

The local mode mass ma
n
of mode n is given by

m
a

n
= 1_Gn,n = (bnM*1b†

n
)*1 (21)

where Gn,n is the nth diagonal element of the Wilson G matrix. For a
chemical bond A–B, Eq. (21) leads to MAMB_(MA +MB), which has
the same form as the reduced mass of diatomic molecules.

There exists an important one-to-one relationship for each com-
plete set of local vibrational modes and normal vibrational modes,
the adiabatic connection scheme (ACS) [79], which is based on the
Decius compliance matrix [80], � = (Fq)*1, defined as the inverse of
the Hessian matrix in internal coordinates, and the Wilson G matrix,
G = BnM*1B†

n, which is called inverse kinetic energy matrix [63]:

(Gd + �God )R� = (�d + ��od )R�⇤�, (22)

where Gd and �d , and God and �od are the diagonal and off-diagonal
parts of Decius and Wilson matrices, respectively [63]. The matrix
⇤ collects the harmonic vibrational frequencies and R = �*1D. The
parameter � adiabatically converts the local vibrational modes (� = 0)
into their normal mode counterpart (� = 1).

This one-to-one relationship provides the platform for a new way
of analyzing vibrational spectra, the so-called decomposition of nor-
mal vibrational mode (CNM) procedure in which each normal vibra-
tional mode l� is decomposed into local mode contributions [34,59,
81–84]. For this purpose the local modes an in internal coordinates are
transformed d into their Cartesian coordinate counterparts ax

n
via

ax
n
= Lan = L K*1d†n

dnK*1d†n
(23)

Then the overlap Sn� is the overlap between each local mode vector
ax
n
and a normal mode vector l� is calculated according to

Cn� =
Sn�

Nvib
…

m

Sm�

, (24)

and

Sn� =
(ax
n
, l�)2

(ax
n
, ax
n
)(l� , l�)

, (25)
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with the metric (a, l) given by

(a, l) =
…

i,j

aiF
x

i,j
lj , (26)

where Fx
i,j
are elements of the Hessian matrix Fx in Cartesian coordi-

nates.

2.4. Ligand effective polarizabilities

The bond overlap model [43,44,47] describes the chemical envi-
ronment of Dynamic Coupling (DC) mechanism via overlap and ligand
effective polarizabilities (↵ = ↵

® + ↵OP ). While ↵OP describes the bond
overlap polarization capability, ↵® represents ligands polarizability con-
tributions to the DC mechanism [21,50]. Previous BOM applications
were performed considering ligands as isolated molecules [21,56,85],
where the Canonical Molecular Orbitals were localized to generate a set
of localized molecular orbitals (LMO). LMOs are convenient to extract
chemical relationship in the sense of how specific ligand portions
influence the interaction with Ln(III), and their usage represents a
significant improvement of the description of 4f–4f transitions inten-
sities in the DC mechanism. However, considering ligands as isolated
molecules, even taking their geometry in the complex decreases the
quality of ↵® as a descriptor of chemical environment by introducing
the lack of the Ln–L interaction.

The molecular polarizability can be decomposed in LMO contri-
butions [21,86] in a procedure available in GAMESS package [87].
To expand the applicability of methods and capabilities exclusively
available as part of the Gaussian package, here is presented a toolkit
that utilizes Gaussian [88], MultiWFN [89], and ChemBOS [36,37]
programs as an alternative procedure.

Algorithm 1 summarizes the procedure adopted in our implementa-
tions to integrate ChemBOS, JOYspectra, and Gaussian environments.

Algorithm 1 Pseudocode for Ligand Effective Polarizability Obtention
procedure Calculating LMOs polarizabilities from Gaussian

Single-points with E-field (x,y,z) } Input generator from input.gjf
*E-field breaks wavefunction symmetry.
No symmetry constraints can be imposed during SCF.

formchk output.chk ô output.fchk multiple conversion

MultiWFN output*F
i
.fchk ô output*F

i
-LMO.fchk

i stands for zero, x, y, and z fields

Gauss2BOS conversion tool: output*F
i
.fchk ô input.bos

ChemBOS calculation: parameters } input.bos
Basis set normalization
Atomic orbitals construction
Overlap and dipole matrix calculation

while n f NLMOs do . n is the LMOn index
Put LMOn0, LMO

n

x
, LMOn

y
, and LMOn

z
in same phase

Assign LMO type: core, bond, or lone-pair
Calculate LMOn dipole and induced dipole vectors
Calculate LMOn polarizability tensor

end while

Select LMOn assigned to desired chemical groups
Summation over desired n ô forming ↵® for each ligand

end procedure

2.5. Intramolecular energy transfer

The intramolecular energy transfer (IET) rates from organic ligands
to the Eu(III) ion were estimated by taking into consideration the

dipole–dipole (Wd*d), dipole–multipole (Wd*m), and exchange (Wex)
mechanisms [9,90–93]:

Wd*d =
SL
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where RL is the donor–acceptor states distance, ⌦FED

�
are the intensity

parameters (or Judd–Ofelt parameters) by the Forced Electric Dipole
(FED) mechanism [46,48]. The Simple Overlap Model [41,42] was
employed to calculate these quantities through the JOYSpectra web
platform [35]. The values of the squared reduced matrix elements
(

 
®
J
® Ù
Ù

Ù

U
(�)Ù
Ù

Ù

 J

)2
were taken from Carnall et al. [39] whereas the

Í 
®
J
®
ÒSÒ J Î

2 matrix elements were calculated using free-ion wave-
functions in the intermediate coupling scheme [94,95]. The values of
Í 

®
J
®
ÒSÒ J Î

2 for allowed (�J  = 0 or 1) 7F0 ô 5D1, 7F1 ô 5D0, 7F1 ô
5D1, 7F1 ô 5D2, and 7F1 ô 5G2 acceptor transitions were reported
in [96]. SL is the dipole strength of the ligand transition involved in
IET (10*36 and 10*40 esu2 cm2 for S1 and T1, respectively [9]),

⇣

r
�
⌘

are
the 4f radial integrals [97], G is the ligand state degeneracy (G = 1 or 3
for S1 or T1, respectively),

(

f
Ù

Ù

Ù

C
(�)Ù
Ù

Ù

f

)

is the reduced matrix element
of Racah’s tensor operators [98], and (1 * ��) (for �= 1 and 2) are
the shielding factors which have a relation with the overlap integrals
between valence orbitals of the pair Ln–X (X as the ligating atom in the
first coordination sphere) [57,93]. The values of (1 * ��) for �= 4 and
6 can be found in Ref. [97]. sm (in Eq. (3)) is the spin operator in the
ligand and �z is the dipole operator (z-component), the value of the
matrix element of these coupled operators is 10*36 (esu)2 cm2 [9,99].

The F term in Eqs. (27)–(29) is the density of states (proportional
to the spectral overlap) that considers the energy mismatch condition
between donor (ligands) and acceptor (Ln(III) ion) states [9,90]. F can
be estimated by:

F = 1
`�D

u

ln(2)
⇡

e
*
⇠

�

`�D

⇡2
ln(2) (30)

where � is the energy difference between the donor barycenter state
and the lanthanide ion acceptor state (� = ED * EA). �D is the
bandwidth at half-height of the donor states (S1 and T1), assumed
here to have a typical value of �D = 3000 cm*1 for both 1 and T1
states [100,101]. The donor–acceptor distance (RL in Eqs. (27)–(29))
is a fundamental quantity to evaluate the IET rates and is traditionally
calculated as follows [9,91]

RL =
≥

i
c
2
i
RL(i)

≥

i
c
2
i

(31)

where ci is the ith atomic orbital coefficient contributing to the lig-
and donor states (S1 or T1) and RL(i) is the distance between ci

atomic center and the Ln(III) ion. Although RL calculated from Eq.
(31) was successfully applied several times, this formulation does not
consider the weights of molecular orbital compositions constituting
the donor state, and only the main MO excitation (or a non-weighted
average) is considered in the calculation. Table 1 exemplifies a triplet
state calculated from TD-DFT (see the Supporting Information file of
Ref. [102]).

This triplet state (Table 1) has contributions from molecular orbitals
with index 306, 307, 308, and 309. Thus, RL is obtained from the atoms
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Table 1
Illustrative example of a triplet excited state composition, highlighting
each molecular orbital (and its weight) involved in each excitation that
composes the state.
Excited state 1 Triplet-A (26843 cm*1)

301 ô 306 0.10033
301 ô 307 0.15672
301 ô 308 0.61833
301 ô 309 0.12884

involved in these molecular orbitals. However, MO weights (numbers
on second column) are not taken into account. Here is proposed an
expression for RL considering each MO excitation weight as follows:

RL =

≥

i,j
a
2
j
c
2
i
RL(i)

≥

i,j
a
2
j
c
2
i

(32)

where aj is the contribution of the jth orbital excitation that composes
the excited state. This reformulation allows for a better RL description
of donor state electronic density barycenter.

The forward energy transfer rates (W ) are calculated by summing
up Eqs. (27)–(29) for same pathway (e.g., T1 ô [7F0 ô 5D1]):

W = Wd*d +Wd*m +Wex (33)

If � in Eq. (30) is negative, W must be multiplied by the energy
barrier e(�_(kBT )), where kB is the Boltzmann constant and T is the
temperature (considered 300 K in the present work). Also, depending
on the Eu(III) initial state involved in the energy transfer pathway
(e.g., 7F1 in T1 ô [7F1 ô 5D1] pathway or 7F0 in S1 ô [7F0 ô 5L6]
pathway), W is multiplied by the thermal population fraction at room
temperature (approximately 0.64 for 7F0 and 0.33 for 7F1) [95,103].

The IET rates from the ligands to the Eu(III) ion are calculated using
both S1 ô S0 and T1 ô S0 decays as energy donors localized in the
ligands and, by selection rules on J quantum number, a total of 32
energy transfer pathways involving 7F0 and 7F1 as initial states and 5D0,
5D1, 5D2, 5D3, 5L6, 5L7, 5G2, 5G3, 5G6, 5D4, and 5G5 as final states at the
Eu(III) ion. Therefore, considering also the backward energy transfer
(Ln(III)ôLigand), a total of 64 IET pathways are calculated for each
studied complex on the JOYSpectra web platform [35].

2.6. Rate equations and overall emission quantum yield

When all IET rates are determined, the system of rate equations
constituted by coupled ordinary differential equations (ODEs) can be
solved to determine the relative population of each level. In this work,
the set of ODEs was solved through time propagation using the Radau
method [104]. The set of coupled ODEs can be described as follows [8,
9,105]
d

dt
Pi(t) =

…

j=1
WjôiPj (t) *

…

j=1
WiôjPi(t), with i ë j (34)

where both summations span all levels of the system. Pi and Pj are
the populations of the levels iÎ and jÎ, Wjôi and Wiôj are the energy
transfer rates between these states. Thus, a N-level rate equations model
can be described by a set formed by N coupled ODEs. As mentioned
before, we adopted the Radau method [104] in the simulations since it
has been successfully applied in other Ln-based complexes and provided
reliable results [8,96,102,106–109] with a low computational cost.
Each simulation was done in a time interval from 0 to 50 ms with a
step-size of 2 �s.

The solution of the rate equations model allows the estimation of
the 5D0 emitting level population (PE) and the emission intensity I =
AradPE , where Arad is the spontaneous emission coefficients which can
be calculated from the Judd–Ofelt intensity parameters [9,11,35,39,46,
48]. The Arad values were also obtained from the JOYSpectra program.

The overall quantum yield �ovl is defined by the ratio of the num-
bers of photons emitted and absorbed by the complex [9,10,110,111],

�ovl =
number of photons emitted
number of photons absorbed

=
Arad PE
�P0

(35)

where P0 is the population of the ground level and � = �⇢�exc_hc
is the pumping rate of the populations from this level (e.g. S0 ô S1
intra-ligand absorptions), where � is the absorption cross-section of
the ligand (in the order of ca. 10*16 cm2 molecule*1 [112]), ⇢ is the
power density in units of W cm*2, �exc is the excitation wavelength, h
is Planck’s constant and c the speed of light [8,102,106,113].

2.7. Computational procedures

A comprehensive assessment of different initial conformations was
performed using RM1/Sparkle [114], implemented on MOPAC 2016
[115], for the [Eu(L)Cl(H2O)3] (with L = L2 and L5) coordination
compounds. The most stable geometries were used in the next steps. All
geometry optimizations and subsequent normal vibrational frequency
calculations were performed with Gaussian 16 [88], utilizing an ultra-
fine integration grid [116] and a tight convergence criterion for the
SCF procedure. The !B97X-D functional [117] was utilized with the
Def2-TZVP [118] basis set to describe all ligand atoms and MWB52
pseudo-potential [119] and valence electrons basis set for the Eu(III)
ion. No geometrical constraints were imposed on the complex under
study. The excited states (T1 and S1) were obtained employing the time-
dependent DFT approach (TD-DFT) [120] at the same level of theory
described for the geometry optimizations (!B97X-D/MWB52(Eu)/Def2-
TZVP). Local mode analysis (LMA) was performed with the standalone
LModeA package [38] with local mode parameters generated with a
development version for large systems. Occupied Localized Molecular
Orbitals were calculated using Pipek–Mezey [121] based on Becke
population [122] implemented in the Multiwfn package [89].

Fig. 3 illustrates the general computational protocol featured in this
work for the obtention of underlying Ln–L properties, which can be
outlined as:

• Equilibrium geometries and normal vibrational frequencies calcu-
lated at the DFT level (or other methods).

• From equilibrium geometries: Bond distances Rj are used in Eqs.
(4) and (5).

• From normal vibrational frequency calculations, local vibrational
mode properties are calculated using Eqs. (18)-(21); each normal
mode is decomposed into local mode contributions using Eqs.
(23)-(26). Local mode force constants ka

n
are obtained.

• Local mode force constants ka
n
are used in Eq. (7) to calculate

charge factor g and both are used in Eq. (4).
• From Rj , type of ligand atom, and parameters from Ref. [57]: ⇢,
�, and ↵OP are used in Eqs. (4) and (5).

• T1 and S1 excited states energies and compositions:
Donor–acceptor energy differences � and RL are used in Eqs.
(27)–(30) and (32).

• Localized Molecular Orbitals: ↵® calculated based on Algorithm 1
and used in Eq. (5).

3. Results and discussion

Tables 2–4 summarize the results obtained for systems
[Eu(L2)Cl(H2O)3] and [Eu(L5)Cl(H2O)3] and is discussed in three sub-
sections. In Section 3.1, Ln–L bond properties are discussed regarding
relationships between k

a, R, ↵OP , and ↵
®. CNM results for normal

vibrational modes associated with the Ln–L bonds are examined as
well. In addition, theoretical intensity parameters are presented in line
with experimental data. In Section 3.2, the excited states properties
and energy transfer rates obtained with the featured methodologies are
discussed. In Section 3.3, rate equations involving the energy transfer
mechanisms are discussed and shown to explain the theoretical overall
quantum yield and its agreement with experimental data.
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Fig. 3. Illustrative description of the computational modeling utilized in BOM (DC) and SOM (FED).  íR and k represent the Ln(III)-ligating atom distance and its chemical bond
force constant, respectively. ↵® is the ligand effective polarizability while ↵

OP
is the overlap polarizability of the Ln(III)-ligating atom chemical bond.

Table 2
Calculated Eu–L bond properties: Bond distance R (in Å), local force constant ka (in mdyn/Å), charge factor g (dimensionless), overlap
polarizability (in 10*2Å

3
), and ligand effective polarizability (in Å3).

Bond [Eu(L2)Cl(H2O)3] [Eu(L5)Cl(H2O)3]

Property R k
a

g ↵
OP

↵
® R k

a
g ↵

OP
↵
®

Eu1–N2 2.58 0.85 2.27 2.35 1.04 2.59 0.88 2.32 2.31 1.01
Eu1–N4 2.58 0.85 2.27 2.38 1.13 2.59 0.87 2.31 2.30 1.01
Eu1–O5 2.52 0.63 1.67 2.96 1.22 2.52 0.63 1.67 2.97 1.23
Eu1–O6 2.54 0.56 1.59 2.87 1.13 2.54 0.57 1.60 2.84 1.13
Eu1–O9 2.54 0.56 1.59 2.85 1.14 2.54 0.56 1.59 2.84 1.13
Eu1–S3 2.88 0.57 1.91 4.10 2.52 2.87 0.61 1.96 4.13 2.60
Eu1–S8 2.87 0.62 1.99 4.14 2.54 2.87 0.59 1.94 4.12 2.58
Eu1–Cl7 2.73 0.76 2.03 3.62 1.38 2.73 0.75 2.01 3.62 1.32

3.1. Ln–L bond properties and theoretical intensity parameters

Despite the fact that the equilibrium geometries obtained for both
compounds are in a conformation under C1 point group, the coordina-
tion polyhedron (that includes all Ln–L bonds) is close to CS and exhibit
equivalent bonds with similar properties, as seen in Table 2. Such sim-
ilarity is illustrated in Fig. 4, which shows LMOs assigned to chemical
groups responsible for ligand–Ln coordination and their corresponding
effective polarizabilities (↵® in Fig. 4). The results obtained for ↵OP are
in the same order of magnitude as that found for �-diketonate [21,56,
85] ligands, and are observed to follow the trend ↵OP (Eu-S) > ↵OP (Eu-
Cl) > ↵OP (Eu-O) > ↵OP (Eu-N), the same trend as observed for ↵®.
Both overlap and ligand effective polarizabilities are associated with
the bond electron density ability to be distorted by an external electric
field. Atomic and molecular polarizabilities generally increase as the
volume occupied by electrons increases. However, ↵OP and ↵® localized
nature reflects the behavior of atoms or groups within molecules, as
already reported [21]. In that sense, S–C fragments in mercapto-triazole
and Cl* anion are expected to have greater polarizabilities than that
of neutral ligands (e.g., H2O), or molecular electronegative fragments
such as sp2 NNC.

The Eu1–N2 and Eu1–N4 bonds are almost equivalent for both
systems, and the same similarity is observed for the Eu1–S3 and Eu1–
S8 bonds. Eu1–O6 and Eu1–O9 are equivalent bonds involving H2O
ligands with Cl* as neighbor and has similar calculated properties.
The third H2O ligand forms a Eu1–O5 bond which is non-equivalent
to the other two Eu–O. It is noteworthy that unlike the other Eu–L
bonds in the studied systems, ↵®(Eu–O) values involve all LMOs (2

O–H bonds and 2 O lone-pairs) localized on the H2O molecule. Fileti
and coworkers calculated (MP2/aug-cc-pVDZ) [123] the isolated H2O
molecule polarizability as having the value of 1.376 Å3, while the
experimental value is 1.450 Å3 [124]. For the Cl* anion, calculated
↵
® is also the total polarizability for the atomic fragment. Isolated Cl*
anion calculated (MP2/aug-cc-pVDZ) and experimental atomic polariz-
abilities are 3.37 and 3.94 Å3, respectively [125]. It is remarkable that
the ↵® values reported here for these atomic (Cl* anion) and molecular
(H2O) fragments are below the isolated counterparts polarizabilities
values, indicating a less intense induced dipole with the applied field
for these fragments, which depends on local connectivity [126]. The
results reported here are in line with the following trend: the fragment
electron densities (including the lone-pairs), when interacting with
Eu(III) cation, become less polarizable than their isolated counterparts.

Fig. 5 depicts the comparison between local force constants ka and
R, ↵OP , and ↵® values, revealing important trends. Distance R and ka
values for the Eu–N, Eu–S, and Eu–Cl bonds in the studied systems
(see Table 2 and Fig. 5a) are qualitatively connected via a generalized
Badger rule relationship [129,130]. ka values for Eu–O bonds involving
H2O ligands do not follow the same relationship with R found in Eu–L
(with L = N, S, and Cl). It should be mentioned that the shorter bond is
not always the stronger bond, as reported in the literature [131,132].
Our results show that H2O, being neutral ancillary ligands, exhibit
weaker Eu–O bonds among Eu–L ones (with L = O, N, S, and Cl), despite
presenting small bond distances.

Fig. 5b depicts a comparison between k
a and ↵

® values with a
linear relationship for Eu–L (with L = N, S, and Cl). It is observed that
stronger bonds (Eu–N with highest ka values) exhibit smaller ↵® values,
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Fig. 4. Localized Molecular Orbitals utilized in the ligand effective polarizability
calculations for (a) [Eu(L2)Cl(H2O)3] and (b) [Eu(L5)Cl(H2O)3] compounds. Rendering
of LMOs were made on the ChimeraX software [127,128] with isosurfaces of 0.15 e_a30.

in line with the Badger type ka versus R behavior. Higher ka values
are associated with small distances, which in turn is reflected on less
polarizable lone-pair electron densities.

Here is noteworthy to mention that atoms (or chemical fragments)
that hold on their electrons tightly are less polarizable [133]. On the
other hand, molecules with higher permanent dipoles are less likely
to change shape due to an external electric field, being also less
polarizable. Water is a very small polar molecule and exhibits small
molecular polarizability due to its large permanent dipole moment. For
the sake of comparison, reference values [134] for molecular dipoles (in
Debye — D) and polarizabilities (in Å3) make this trend clear. While
dipole moments vary in increasing order H2S (0.98 D) < HCl (1.09
D) < NH3 (1.48 D) < H2O (1.88 D), molecular polarizabilities vary in
decreasing order H2S (3.63 Å3) > HCl (2.50 Å3) > NH3 (2.10 Å3) > H2O
(1.50 Å3).

Another aspect is that ligands in Ln(III) complex are acting as Lewis
bases. When a ligand approach the Eu(III) ion, a permanent density
polarization is induced by +3 lanthanide charge. Bakó and coworkers
reported the increase of polar molecules (including water) permanent
dipole when interacting with cations [135]. In this regard, stronger
Ln–L interactions lead to more polarized and, as a consequence, less
polarizable chemical environment. This trend is in line with the results

Table 3
Calculated experimentala and theoretical intensity parameters (in 10*20 cm2) for the
studied compounds.
⌦
�

[Eu(L2)Cl(H2O)3] [Eu(L5)Cl(H2O)3]

⌦
exp

2 9.98 9.84
⌦
exp

4 5.64 5.56

⌦
theo

2 7.14 8.42
⌦
theo

4 4.07 3.91
⌦
theo

6 1.28 1.30

aExperimental intensity parameters calculated using Eq. (1) and Fig. 2.

reported here. The H2O ligands are an exception for this trend probably
as a consequence of their already high permanent dipole, which is
not much affected by the coordination with Eu(III). This can be seen
when their isolated polarizability (ca. 1.4–1.5 Å3) is compared with
obtained ↵® values (ca. 1.1–1.25 Å3). ↵OP values follow similar trend
with ka (see Fig. 5c) as observed for ↵®, which is expected given that
↵OP + ↵

® represents the chemical environment polarization capability
experienced by the Eu(III) ion.

We used in this work as an assessment tool the characterization
of normal mode (CNM) procedure, which is an integral part of the
local mode analysis (LMA) [34,58,60–62]. CNM decomposes normal
vibrational modes into local mode contributions and has led to a new
way of analyzing vibrational spectra, as successfully shown by recent
applications such as the investigation of pKa probes [136] and to gain
insights into vibrational Stark effect probes [84]. Herein our results
cover all normal vibrational modes within the frequency range that
captures the innermost stretching vibrations of the Eu(L2)Cl(H2O)3 and
Eu(L5)Cl(H2O)3 complexes. Local mode parameters are indicated by
chemical symbols followed by the index number of the atoms according
to the specification given in the sketches embedded in Fig. 6. Two,
three or four atomic symbol abbreviations mean, respectively, bond
stretching, bond angle, and dihedral angle local mode parameters.

According to experimental data [33], the infrared spectral region
of ca. 420–340 cm*1 for the [Eu(L2)Cl(H2O)3] and [Eu(L5)Cl(H2O)3]
complexes features Ln–S and Ln–N stretching vibrations. Fig. 6 shows
that such characteristic stretching vibrations can be probed via CNM
in the computed frequency range of ca. 120–280 cm*1. The vibrational
coupling between the local vibrational modes involving Eu(III), as well
as the degree of delocalization of the normal vibrational modes, are
revealed on a quantitative basis. O5Eu1 is responsible for the greatest
local mode character of the normal vibrational mode at 277 cm*1

for both Eu(L2)Cl(H2O)3 (51%) and Eu(L5)Cl(H2O)3 (56%). All of
this represents an advance towards a deeper understanding of the
spectral region featuring the characteristic vibrations of Ln-containing
complexes, a finding which could also be utilized to monitor struc-
tural changes with emphasis on photochemical processes. CNM plots
clarify the importance of LMA in the context of Ln(III) local chem-
ical environment description by showing that each normal mode in
the frequency range attributed to Ln–L interactions couples different
molecular fragments movements. These results reveal the impossibility
of utilizing normal modes for the desired description of force constants
within the SOM scope (Eq. (7)), featuring local force constants as the
proper descriptor.

Using Eq. (19) to obtain ka and Eq. (7) to calculate charge factors
g that appear in Eq. (4) makes it possible to calculate the theoretical
intensity parameters (⌦theo

�
) by using Eq. (3). It is noteworthy that the

proper description of local force constants (through g) in Eq. (4) leads
to a better description of energy transfer rate equation through dipole–
dipole mechanism (Eq. (27)) and consequently the total W (Eq. (33)).
Table 3 reveal a very good agreement between the obtained values
for experimental and theoretical intensity parameters, considering that
methodologies and tools commonly available in literature for ⌦theo

�

calculations involve some level of fitting procedure [9].
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Fig. 5. Local stretching force constant ka (in mDyn/Å) versus (a) Eu–L bond distance
R (in Å); (b) effective ligand polarizability ↵

® (in Å3); and (c) overlap polarizability
↵
OP

(in 10*3 Å). Different bonds are separated by colors; the Eu–O(H2) outliers are
highlighted by red circles. The red circles of L2 are fully hidden by those of L5 in
(a). (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)

Table 4
Singlet (S1) and triplet (T1) first excited states properties obtained for the studied
compounds: Energies E (in cm*1) and donor–acceptor distances R

L
(in Å); forward

(W S and W T ) and backward (W S

b
and W T

b
) IET rates (in s*1); and theoretical overall

quantum yields (QL

Ln
in %).

State [Eu(L2)Cl(H2O)3] [Eu(L5)Cl(H2O)3]

S1

E 35587 35211
R
L

6.64 6.33
W

S 1.05 ù 104 2.29 ù 104
W

S

b
1.01 ù 10*15 1.24 ù 10*14

T1

E 18182 19455
R
L

4.52 3.99
W

T a 4.74 ù 106 1.13 ù 109
W

T

b

a 1.22 ù 108 1.18 ù 108
W

T
® b 7.65 ù 107 2.45 ù 108

W
T
®

b

b 3.15 ù 106 2.16 ù 104

�
ovl

48.77 (50)c 55.72 (53)c

aAll IET pathways excluding 5D0.
bOnly considering IET pathways to 5D0.
cExperimental values from Ref. [33].

3.2. Excited states and energy transfer

Table 4 summarizes the singlet (S1) and triplet (T1) first excited
states properties obtained for the studied compounds. Forward and
backward IET rates (from Eq. (33)) are also shown. S1 and T1 molecular
orbitals compositions are illustrated in Figs. 7 and 8, from which it can
be noticed that the S1 state for both complexes is more spread out in the
molecule, leading to higher RL (6.64 and 6.33 Å) values. On the other
hand, T1 states exhibit shorter RL as a consequence of higher weights
(aj in Eq. (32)) associated with shorter RL(i).

For the sake of comparison between RL obtained with Eqs. (Eq.
(31)) and (Eq. (32)), RL with traditional equation (Eq. (31)) would
lead to much different values, namely, for [Eu(L2)Cl(H2O)3] RL(S1) =
4.09 Å, RL(T1) = 3.04 Å; and for [Eu(L5)Cl(H2O)3] RL(S1) = 3.48 Å,
RL(T1) = 3.87 Å. These differences may lead to dramatic changes in
the IET rates and, consequently, in overall quantum yield, as it will
be shown in Section 3.3. The values of RL obtained from Eq. (31)
(Table S2) are, with no exception, shorter than the ones obtained from
Eq. (32) and this leads to higher IET rates. As a consequence, the
calculated overall quantum yield can be overestimated, as observed for
[Eu(L5)Cl(H2O)3] in which the S1 ô Eu(III) starts populating Eu(III)
upper levels and, therefore, increasing 5D0 population (see Table S2).
Even with shorter donor–acceptor distances, this overestimation in QL

Ln

is not clearly observed for the [Eu(L2)Cl(H2O)3] complex because the
ISC rate of S1 ô Eu(III) is ten times smaller than that of S0 ô T1,
making S0 ô T1 ô Eu(III) as the dominant channel to feed the Eu(III)
population.

S1 and T1 first excited states energies are in line with values found
for a complex with similar type of ligands [137], with �ES1*T1 ˘
15000 cm*1, which influences the overall quantum yield. The complete
data for forward (W S andW T ) and backward (W S

b
andW T

b
) IET rates,

including the Wd*d , Wd*m, and Wex mechanisms contributions (Eqs.
(27)–(29)), are presented in Tables S3 and S4. These data were ob-
tained considering the S1 and T1 energies and donor–acceptor distances
(RL) in Table 4.

Fig. 9 shows energy levels diagram that illustrates the ligand-to-
Eu(III) energy transfer process. A total of 128 IET rates (64 for each
complex, of which 32 for the forward and 32 for backward energy
transfer) were obtained with non-zero contributions (see Tables S3 and
S4), where pathways from 1 to 16 represent the contributions from S1
and pathways from 17 to 32 represent the T1 contributions. W S and
W

T are the sum over all forward pathways (ligand-to-Eu(III)) while
W

S

b
and W T

b
are the rates for the backward ones (Eu(III)-to-ligand) (as

summarized in Table 4).
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Fig. 6. CNM plots of the characteristic vibrational region of (a) Eu(L2)Cl(H2O)3 and (b) Eu(L5)Cl(H2O)3 at the !B97X-D/(MWB52)Def2-TZVP level of theory (see text for details).
⌃� comprises the summation of all of the � local mode contributions below the threshold of 5%.

IET results indicate T1 ô Eu(III) as the most effective energy trans-
fer channel for both complexes. For [Eu(L2)Cl(H2O)3] and [Eu(L5)Cl
(H2O)3] complexes, pathway 13 involving S1 (from S1 to 7F1 ô 5G2)
has the highest forward IET rate. From T1 donor, pathways 17 (from T1
to 7F0 ô 5D1) and 32 (from T1 to 7F1 ô 5D0) are the main contributions
for W T and W T

® rates, respectively. It is significant that all pathways
mentioned before are dominated by the exchange mechanism (Wex, Eq.
(29)).

3.3. Rate equations and overall quantum yield

Based on schematic energy level diagrams in Fig. 9, the population
kinetics can be described by the general rate equations model given in
Eq. (36) for all complexes.

0Î : d

dt
P0 = *�P0 +

1
⌧T

P1 +
1
⌧S

P2 +WgP5 (36a)

1Î : d

dt
P1 = *

0

1
⌧T

+W T +W T ®
1

P1 +WISCP2 +W T

b
P3 +W T ®

b
P4

(36b)

2Î : d

dt
P2 = *

0

1
⌧S

+W S +WISC

1

P2 +W S

b
P3 + �P0 (36c)

3Î : d

dt
P3 = *

�

W
S

b
+W T

b
+W3ô4

�

P3 +W S
P2 +W T

P1 (36d)

4Î : d

dt
P4 = *

⇠ 1
⌧
+W T ®

b

⇡

P4 +W T ®
P1 +W3ô4P3 (36e)

5Î : d

dt
P5 = *WgP5 +

1
⌧
P4 (36f)

with PN representing the population of the NÎ level as depicted in
Fig. 9. ⌧S , ⌧T , and ⌧ are the decay lifetimes of the S1, T1, and 5D0
levels. Typical values of these quantities for Ln-based complexes range
from 10*9 to 10*6 s for ⌧S , 10*6 to 10*3 s for ⌧T , and 10*3 s for
⌧ [9,102,107]. WISC is the S1 ô T1 intersystem crossing rate which is
in the order of 107 s*1 for the energy gap between S1 and T1 of �EST ˘
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Fig. 7. Monoelectronic states involved in the absorption spectrum singlet–singlet and singlet–triplet excitations for the [Eu(L2)Cl(H2O)3] complex calculated using !B97X-
D/(MWB52)def2-TZVP level in TD-DFT theory. Excitation energies, main MO transition indexes (with composition percentages from a

2
j
in Eq. (32)) in each excitation, and

HOMO and LUMO index are indicated. Rendering of molecular orbitals were made on ChimeraX software [127,128] with isosurfaces of 0.04 e_a30.

15000 cm*1 [102], which is the case of the studied complexes. Once we
are treating the ligand levels separated from the 4f levels of the Eu(III)
in an independent system model, Wg (set to 1010 s*1) is the rate from
the 7FJ to S0 to avoid the concentration of the molecular population
in the Eu(III) ground level. This is necessary because, fundamentally, a
molecular system has only one ground state which should be described
as S0, 7F0Î.

To obtain estimations of the Eu(III) 5D0 emitting level population,
5D0 (state 4Î in Eq. (36)e and Fig. 9) was separated from the Eu(III)
upper levels (state 3Î in Eq. (36)d and Fig. 9). Thus, the quantities
W

T
®

b
and W T

® represent the backward energy transfer rates involving
only the Eu(III) emitting level 5D0 and they are obtained by the sum of
pathways 31 and 32 in Tables S3 and S4.

The population simulations using Eq. (36) consider the boundary
conditions which guarantee that the sum of the populations over all
energy levels should be constant at any time t [109,138]. Thus, the
following relationship must be preserved:
…

N

PN (t) = 1 (37)

where PN (t) is the population of state N at time t with 0 f t f tf .
Since all compounds present T1 above the 5D0 level, the values of W T

®
b

(energy transfer from 5D0 to T1) are very low and can be neglected. On
the other hand, the T1 lower energy position provided high values of
W

T
® (energy transfer rates from T1 to 5D0 level).
The theoretical overall quantum yield for both complexes (see Ta-

ble 4) are in very good agreement with experimental data, specially
considering that no fitting procedures were adopted to describe theoret-
ical intensity parameters. Theoretical overall quantum yield calculated
with original RL formulation (�ovl = 55.72%) is less accurate than the
new formulation counterpart (�ovl = 66.00%) when compared against

experimental data (�ovl = 53%). Different RL values affect the overall
quantum yield by changing the effectiveness of IET rates, as they appear
as R6

L
, (R�+2

L
)2, and R4

L
in Eqs. (27), (28), and (29), respectively.

4. Conclusions

The featured new methodologies were shown to provide modeling
improvements in calculating g (through k

a) and ↵
® for the selected

systems, but the applicability of the general procedures can be extended
to various other molecular systems. Theoretical Judd–Ofelt intensity
parameters were calculated without fitting procedures or introducing
phenomenological data, as commonly found in the literature. The local
vibrational mode theory provided new insights into chemical bond
analysis for Ln-based compounds. Local force constants ka were de-
tected to be qualitatively connected to Ln–L distances by a Badger type
rule. For the first time, by measuring the Ln–L bond strength (via ka)
it was possible to unravel the chemical meaning of effective ligand po-
larizabilities and their relationship with ka. The CNM procedure led to
a convenient way of analyzing the infrared spectral region assigned to
Ln–L vibrations, indicating a non-localized character of the associated
normal vibrational modes, which confers on the local vibrational mode
theory unique properties for describing Ln–L local force constants. The
new donor–acceptor RL distance formulation provided a better energy
transfer kinetics description in Ln(III) based coordination compounds
by including different molecular orbital transitions in the excited states.

Herein the utilization of the highlighted blend of new method-
ologies facilitated the achievement of more accurate overall quantum
yields. The procedure featured here, without any fitting during the
⌦
theo
�

determination, is an important milestone and opens an avenue for
new improvements and benchmarks in the computational methodology
for lanthanide spectroscopy.
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Fig. 8. Monoelectronic states involved in the absorption spectrum singlet–singlet and singlet–triplet excitations for the [Eu(L5)Cl(H2O)3] complex calculated using !B97X-
D/(MWB52)def2-TZVP level in TD-DFT theory. Excitation energies, main MO transition indexes (with composition percentages from a

2
j
in Eq. (32)) in each excitation, and

HOMO and LUMO index are indicated. Rendering of molecular orbitals were made on ChimeraX software [127,128] with isosurfaces of 0.04 e_a30.

Fig. 9. Jablonski-type diagram illustrating all energy levels in the independent system model. W S (2Î ô 3Î) and W T (1Î ô 3Î) represent the forward IET rates from the S1 and
T1 state, respectively. W T

® (1Î ô 4Î) is the forward rate from the T1 to the Eu(III) 5D0 emitting level. All backward IET rates are represented with a subscript b. ⌧
S
, ⌧

T
, and ⌧

are the decay lifetimes from the S1, T1 and 5D0 levels, respectively. W3ô4 is the decay rate from the Eu(III) upper levels to the 5D0, and WISC
is the S1 ô T1 intersystem crossing

rate. � is the S0 ô S1 absorption pumping rate.
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Appendix A

All additional codes described here in addition to JOYSpectra [35]
and ChemBOS [36,37] packages are available upon request. The
LModeA package [38] is available upon request. For determining ↵®,
proper usage of ChemBOS with outputs from Gaussian and Multiwfn
requires the set of scripts and codes implemented in this work. Output
values of ↵® and ka from ChemBOS and LModeA can be directly inputted
in the JOYSpectra platform.

Appendix B. Supplementary data

Supplementary material related to this article can be found online
at https://doi.org/10.1016/j.omx.2022.100216. This includes experi-
mental data, results with the original RL, IET rates, and Cartesian
coordinates for the studied complexes.
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