Capturing Individual Hydrogen Bond Strengths in Ices via Periodic Local Vibrational Mode Theory: Beyond the Lattice Energy Picture
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ABSTRACT: Local stretching force constants derived from periodic local vibrational modes at the vdW-DF2 density functional level have been employed to quantify the intrinsic hydrogen bond strength of 16 ice polymorphs, ices Ih, II, III, IV, V, VI, VII, VIII, IX, XI, XII, XIII, XIV, XV, XVII, and XIX, that are stable under ambient to elevated pressures. Based on this characterization on 1820 hydrogen bonds, relationships between local stretching force constants and structural parameters such as hydrogen bond length and angle were identified. Moreover, different bond strength distributions, from uniform to inhomogeneous, were observed for the 16 ices and could be explained in relation to different local structural elements within ices, that is, rings, that consist of different hydrogen bond types. In addition, criteria for the classification of hydrogen bonds as strong, intermediate, and weak were introduced. The latter was used to explore a different dimension of the water–ice phase diagram. These findings will provide important guidelines for assessing the credibility of new ice structures.

1. INTRODUCTION

Ice, the condensed state of water, is a solid presence on the Earth’s surface and its interiors and, moreover, can be found across the entire solar system1−8 and beyond; within comets, moons, distant planets, rings of giant planets, and even in interstellar medium.9−17 The most frequently observed form of ice, or ice polymorph, at ambient pressure on earth is hexagonal ice, Ih.

Hydrogen bonding is pivotal to determine the structure of H2O ices and the prospect of each water molecule participating in four hydrogen bonds, (H-bonds), has led to the rich variety of ice polymorphs.8−13 The local tetrahedral coordination around each water molecule, also called the Walrafen pentamer,14 results in six possible orientations that can be adopted by the central and neighboring water molecules. The sole constraints that govern the arrangement of water molecules are the Bernal−Fowler ice rules,15 and consequently, a large number of allowed configurations exist for one ice phase near its true ground state. This is known as hydrogen disorder, where the oxygen sublattice preserves an order while the respective H-positions around the oxygen atoms are occupied arbitrarily, that is, H-sites have equal occupancy of 0.5. Upon cooling, the H-disordered ices undergo a phase transition into their H-ordered counterparts, giving rise to a hydrogen order−disorder ice pair because both correspond to the same H-bond network topology.

Experimental and theoretical studies that cover the manifold aspects and implications of H-bond network in ices are prolific, ranging from spectroscopical analyses16−20 to thermodynamics of proton ordering.21−23 These studies are concentrated on the actual cooperative arrangement of the water molecules24−26 and its influence on macroscopic properties of ice such as structure, density, electrical, thermal, and lattice dynamics, rather than on hydrogen bonding, an important microscopic aspect.

Noteworthy in this connection is the use of electron localization function (ELF) scheme by Silvi and Ratajczak27−31 to characterize the H-bond strength of H-bonded crystals, including ice VIII. Based on ELF profiles along the O−H−O bond line, the presence of a weak H-bond was suggested in the case of ice VIII, which was determined to be weaker than that of a water dimer and a pentamer. Moreover, on the grounds of a linear relationship between ELF values at the H-bond interaction point and pressure, they proposed ice X, which occurs over 60 GPa to be constituted of very strong H-bonds. In this context, Murray and Galli32 examined the difference of the electron densities Δ(ρ) for cubic ice Ic and ice VIII to gain insights into hydrogen bond strength variation as a function of pressure and arrived at similar conclusions that hydrogen bond weakening takes place in high-pressure ices such as ice VIII. Another important study that provides a different perspective of the H-bond network in ice is by Herrero and Ramirez,33 where
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and Discussion (Section 3), key focus is on determining intrinsic H-bond strength in ices, followed by an analysis of its relation to various local structural features of ice within the global topology of H-bond frameworks. Finally, highlights of this work are emphasized in Conclusions (Section 4), along with a future outlook.

2. COMPUTATIONAL DETAILS
In this work, 16 ices were investigated out of 19 different crystalline ice phases that have been identified hitherto in the water–ice phase diagram. These include several hydrogen disorder–order pairs (disordered ice listed first) which are Ih, XI, VIII, VII, IX, V, III, II, IX, XII, XI, XIV, and VI. In the case of the latter, new hydrogen-(dis)ordered structures related to ice VI were discovered very recently by three independent experimental studies where each were assigned as the 19th ice polymorph, ice XIX. The reader is encouraged to refer to a comprehensive review by Kraka et al. (2010) on the origin and applications of LVM theory. In essence, LVM analysis has advanced as a powerful analytical tool, extensively applied to a broad range of chemical systems from simple molecular systems to systems in solution to proteins, accounting for both covalent bonds and noncovalent interactions including H-bonds. Recently, a whole new scope of chemical systems were unlocked with the extension of LVM theory to periodic systems of one-through-three-dimensions, which has enabled us to probe the nature of crystal bonding. A LVM in a periodic system is defined as a vibration driven by a specific internal coordinate in all primitive cells while relaxing all other parts of the periodic system. This approach accommodates a head-to-head comparison of the intrinsic bond strength in periodic and molecular systems. Also, it does not suffer from certain restrictions imposed by periodicity; for example, the lattice structure prevents the calculation of bond dissociation energies or the reduced functionality of some standard analytical tools; for example, periodic NBO does not provide second-order perturbation energies. Due to these superiorities, periodic LVM analysis has already been used as an operating tool to quantify intrinsic bond strengths in materials/crystals; its debut application was focused on analyzing a special type of halogen bonding in crystals. In this work, we used periodic LVM theory for a deeper understanding of H-bonds in ice crystals which entails a quantification of intrinsic H-bond strengths. The following objectives were pursued in this work:

- To quantify the intrinsic H-bond strength in ice crystals at an individual H-bond scale and discover correlations with geometrical parameters such as H-bond length and angle.
- To clarify and comment on the conventional view whether there is a homogeneous bond strength distribution within ice structures due to the fact that it is a three-dimensional assembly of the same tetraconnected local H-bond environments.
- To identify and characterize distinct local structural features, that is, rings and different H-bond environments incorporated in those elements, responsible for disparate bond strength distributions in ices.
- To compare different H-bond strengths in different ices.
- To explore the water–ice phase diagram in connection with the variation of H-bond strengths from ambient to high pressures.

The paper is structured as follows: First, a description of Computational Details (Section 2) is provided. In the Results they defined topological densities for ices via parameter a. The latter gives an overview of the nature of the different H-bond networks, thereby allowing direct comparison between different crystalline ice structures such as the observation of similar topological environments between ices Ih and II. Alternatively, a delineation of the H-bonds can also be presented based on the bond strength descriptors obtained from the local vibrational mode (LVM) theory introduced by Konkoli and Cremer. They derived LVMs from normal vibrational modes, which generally cannot be used to directly assess the bond strength of a chemical bond/interaction in polyatomic modes, which generally cannot be used to directly assess the bond strength of a chemical bond/interaction in polyatomic systems. Also, it does not suit
Supporting Information, relative stabilities yielded for these configurations by both density functionals employed in our work were highly consistent. Furthermore, it should be mentioned that all these configurations vary only within 0.3 kcal/mol-H$_2$O at most of each other as revealed by energies of the optimized configurations.

The calculations were carried out with nonlocal dispersion-corrected van der Waals density functional, vdW-DF$_2$, which repeatedly appeared in recent literature as one of the best choices for predicting accurate lattice energies of ices. For comparison, we computed the same with the CRYSTAL$^{112,113}$ program using the BLYP$^{114,115}$ functional with D3 London dispersion correction$^{116}$ applied in the Becke−Johnson damping variant$^{117}$ (BLYP-D3(BJ)), utilizing an atom-centered Gaussian basis set of double-zeta quality, Pople’s 6-31+G(d,2p) basis set.$^{118−120}$ The details and results at the BLYP level are included in the Supporting Information. We should mention here that all the trends observed at the vdW-DF2/projector-augmented wave (PAW) level of theory, which will be discussed in detail in the sections to follow, were correctly recovered by the BLYP-D3(BJ)/6-31+G(d,2p) level of theory (see Figure S2 and Table S2 in the Supporting Information). Because both hybrid density functionals rank favorably in benchmark studies$^{8,107−111}$ and thus are deemed as good choices for calculating ice structures, we can confirm in our case that the choice of functional and basis set, other than contributing to the accuracy of the results, does not affect the general conclusions derived in this work.

As for the setup of the periodic system, a primitive cell model was used for the calculations as required by the periodic LVM theory.$^{84}$ For the vdW-DF2 functional, calculations were carried out with VASP 5.4.4 package$^{121,122}$ with the hardest PAW pseudopotentials$^{123,124}$ and a 1000 eV plane-wave basis set cutoff. The Monkhorst−Pack scheme$^{125}$ was used to sample the Brillouin zone, and a number of k points were chosen so that the spacing in the k-point grid in each direction of reciprocal space is within 0.02−0.04 Å$^{-1}$. Geometry optimization and cell relaxation were carried out with a relatively tight criterion until all forces are less than 10$^{-8}$ eV/Å. With VASP, the energy of an isolated water molecule (water monomer) was calculated within a cubic cell of length 15 Å to minimize the interaction with its periodic images. In addition to the water monomer, three other reference systems were calculated with VASP, water dimer [(H$_2$O)$_2$], water hexamer ring [(H$_2$O)$_6$], and a model water 2D layer adapted from ref$^{84}$. Hessian matrices were computed numerically according to a central-difference formula$^{126}$ with a step-size of 0.005 Å. All Hessian matrices were evaluated at the Γ point (q = 0)$^{127}$.

For the statistical analysis presented in Section 3.2.2, a box-and-whisker diagram$^{128}$ was used where the distribution of data is represented by a box with two whiskers. The horizontal lines correspond to the minimum and maximum. The bottom and top of the box is defined by first and third quartile of data, Q1 and Q3, respectively, while Q2 indicates the location of the median. The vertical length of the box corresponds to the interquartile range QR = Q3 − Q1, where lower and upper whisker lengths are defined by Q1 − 1.5 × QR and Q3 + 1.5 × QR, respectively. Data points lower than Q1 − q × QR and higher than Q3 + q × QR are considered as outliers, where q = 1.5 (black dots) and q = 3.0 (open dots) define mild and extreme outliers, respectively.

For the local mode analysis along with local stretching force constant calculation, an in-house periodic version of the LModeA program package$^{129}$ was used. The primitive cell and other graphical representations of the periodic systems were generated with the VESTA$^{130}$ package.

### 3. RESULTS AND DISCUSSION

#### 3.1. Equilibrium Volumes and Lattice Energies

Table 1 reports equilibrium volumes, lattice energies ($E_{lat}$ at 0 K), and equilibrium O−H and O···H bond lengths calculated at the vdW-DF2 level. It can be seen that the vdW-DF2 density functional tends to overestimate equilibrium...
volumes, giving mean relative deviation (MRD) and mean absolute relative deviation (MARD) of 3.8% with direct comparison to the experimental volumes. As shown by Murray and Galli 28 and Santra et al., 107 for ices Ih, II, VIII, IX, XIII, XIV, and XV, the effect of zero-point energies (ZPEs) is an important consideration for equilibrium volumes and tends to increase from low- to high-density ices. Accounting for the two extremes of the densities (high and low) covering ices Ih and VIII, ZPE inclusive volumes based on vdW-DF2 functional were shown to deviate from experimental volumes by 1.5 and 3.8%, respectively, 28 deeming this functional as a reasonable choice for predicting volumes. By comparison to experimental volumes, BLYP-D3 dispersion-corrected density functional in general underestimated the volumes with MRD and MARD of 5.4% (see the Supporting Information), where the deviation is expected to reduce with ZPE inclusion. The two density functionals investigated in this work are comparable to some of the best performing density functionals for predicting volumes, such as D4 dispersion-corrected PBE 131 and BLYP 111 functionals, and vdW inclusive functionals such as optPBE-vdW and PBE0 + vdW 28,107. Furthermore, to evaluate the quality of the structural predictions by each density functional, we compared covalent O–H and H-bond O–···H lengths with that of the experiment for the H-ordered ices, Ih, II, VIII, IX, XI, XII, XIV, XV, and XVII. Here, it should be clarified that for Ih, which is inherently disordered, the ordered Bernal–Fowler model 32 has been used for structure comparison. For OH covalent bonds, we observed mean deviation (MD) and mean absolute deviation (MAD) of 0.126 Å, with vdW-DF2 and MD and MAD of 0.029 Å with BLYP. In the case of H-bonds, vdW-DF2 predicted bond lengths with MD and MAD of 0.019 and 0.045 Å, respectively, and those associated with BLYP were 0.081 and 0.103 Å, respectively. We also compared our calculated lattice energies with the experimental lattice energies obtained by Whalley 130 for seven ice systems, in which ZPE contributions were removed and the energies were extrapolated to 0 K. To draw insights into the quality of the two density functionals employed here with respect to lattice energies, a subset of the 16 ices, formally known as ICE10 data set is considered, which is often used in benchmark studies. 105,131 We could see MD and MAD of 2.3 kcal/mol (over 10%) for the calculated lattice energies with BLYP, which could be improved using other relatively costly density functionals as shown by Brandenburg et al. 105 in their benchmark study. In our work, using vdW-DF2 density functional, we could obtain improved lattice energies with MD and MAD of 0.2 and 0.3 kcal/mol, respectively, which is less than 3% deviation compared to experimental lattice energies. Because an accurate description of H-bond strength mostly relies on the ability to produce reasonable geometries, and in this connection as reflected by low relative deviations associated with the geometry and lattice energies, vdW-DF2 functional performs satisfactorily well compared with BLYP-D3(BJ) and the discussion that follows adheres to vdW-DF2 results. The important results obtained at the BLYP-D3(BJ) level are highlighted within the Supporting Information.

3.2. Intrinsic Strength of H-Bonds in Ices. In the following, H-bond strengths as given by local stretching force constants $k_a$ and the relationship to geometrical parameters are probed for all the ices, followed by a statistical analysis of H-bond strengths and a definition of classification criteria for the same.

3.2.1. Variation of H-Bond Strengths. The relationship between local stretching force constants $k_a$ and bond lengths $r$ for H-bonds and covalent OH bonds are shown in Figures 1 and 2, respectively. A strong correlation is observed between $k_a$ and

![Figure 1. Relationship between local stretching force constants $k_a$ and bond lengths $r$ for H-bonds. Circles and squares distinguish between disordered and ordered ices, respectively, and different colors represent H-bonds in each ice polymorph (refer to inset); within primitive unit cell and across its boundaries. A quadratic function in the form of $k_a = a_0 + a_1 r + a_2 r^2$ was used to fit 1544 data points excluding obvious outlier clusters above $k_a > 0.32$ mdyn/Å and $r > 2.0$ Å, resulting in $R^2 = 0.900$. Outlier clusters are indicated by dashed red boxes. Marked along the y-axis by stars are the $k_a$ values for the reference H-bonds, water dimer $\text{[H}_2\text{O)}_2\text{]}$, and hexamer ring $\text{[(H}_2\text{O)}_6\text{]}$. Dashed horizontal lines correspond to the strength classification in Section 3.2.3.

![Figure 2. Relationship between local stretching force constants $k_a$ and bond lengths $r$ for OH covalent bonds. Circles and squares distinguish between disordered and ordered ices, respectively, and different colors represent H-bonds in each ice polymorph (refer to inset); within primitive unit cell and across its boundaries. A power function in the form of $k_a = a_0 r^{n}$ was used to fit 1792 data points with $R^2 = 0.956$.

for bond length for OH covalent bonds ($R^2 = 0.956$), whereas that of H-bonds tend to be weaker in comparison ($R^2 = 0.900$). This is a manifestation of the Badger’s rule 37,138 for harmonic frequencies and its recent extension to anharmonic frequencies by Xantheas et al., 139 which in essence states that shorter bonds have larger frequencies (or force constants), thereby yielding stronger bonds. We noticed similar findings were reported in the work by Libowitzky where his work covered a wide range of very weak to strong hydrogen bonds present within various types of minerals. 140 The bond strengths of both H-bond and OH covalent bonds in ices are revealed to vary in a broad range,
0.146–0.359 and 5.755–6.510 mdyn/Å, respectively. While H-bonds in all the ice polymorphs exhibit higher bond strengths than H-bonds in water dimer (0.145 mdyn/Å), only few ices including ice Ih have H-bond bond strengths surpassing those of a hexamer water ring (0.269 mdyn/Å), enforced by the push-pull effect. On the other hand, in comparison to a model 2D water layer (0.696 mdyn/Å) with highly directional H-bonds, all the ice structures having no such unique orientation of water molecules are bound to have weaker H-bonds.

We also investigated the relationship between the directionality and the H-bond strength, or in other words whether more linear intermolecular H-bonds in ice imply enhanced bond strengths, which is a common phenomenon in proteins and other H-bonded crystals. As deduced from Figure 3, there is a weak correlation between the intermolecular OHO bond angle and $k_n$ as analyzed via a 95% prediction interval which reveals a tendency to show stronger H-bonds with linearization; this is only considering all the ices excluding ices VII and VIII. As for the latter, in spite of having OHO bond angles between 177 and 178°, ices VII and VIII are associated with the weakest H-bonds. One reason could be the repulsion between adjacent O···O contacts within the closely intertwined ice VII/VIII network.

3.2.2. Distribution of H-Bond Strengths. A box-and-whisker diagram was employed to analyze the statistical distribution of H-bond strengths in each ice. It can be deduced from Figure 4 that there is a narrow to broad distribution of H-bond strengths considering all the ices. The variation of bond strength distribution can be explained in terms of local structural features of the H-bond topology in each ice, which we will delve into more in detail in Section 3.3. However, a comparison of bond strength distribution between the ices at face value leads to an important result. It can be inferred from the narrow distribution of hexagonal ice Ih (or its ordered counterpart ice XI) that the H-bond strengths are more or less evenly distributed throughout its structure, instituting more balance to the H-bond network. This consistency in the bond strengths could be the reason why hexagonal ice is the most prevailing form of ice on earth under ambient conditions.

3.2.3. Classification of H-Bonds. A set of classification criteria based on $k_n$ were defined to assign all 1820 H-bonds within the 16 ice polymorphs we investigated into different classes: strong, intermediate, and weak. In line with other theoretical studies that formerly classify ice Ih and ice VIII as strong and weak, which represent ambient and high pressure ends of the P–T phase diagram, we aimed at selecting our criteria such that H-bonds associated with these two ices are assigned entirely weak/strong to be consistent with the above mentioned. Also, the selection was aimed at categorizing H-bonds that can be associated with the same local environment in a particular ice structure, that is, “hex” type rings in ices Ih, XI, and II, into the same strength class. This led to the classification of H-bonds as follows: ≥0.250 mdyn/Å as strong, 0.249–0.177 mdyn/Å as intermediate, and ≤0.176 mdyn/Å as weak. Figure S5
showed the percentage of each type of H-bond present in each of the 16 ice polymorphs. Accordingly, ices Ih, XI, and XVII comprise strong H-bonds, and conversely, ices VII and VIII are formed from entirely weak H-bonds. The H-bond networks of ices II, III, IX, XII, XIII, XIV, and XIX correspond to an admixture of strong and intermediate H-bond classes, while all three types of H-bonds are present in ices IV, VI, and XV.

### 3.3. Local Stretching Force Constant $k_{\text{H}}$ and Local Structural Features of H-Bond Topology of Ices

As mentioned in Section 3.2.2, the rationale behind the overall trends in the bond strength distribution of ices can be uncovered by focusing on the local details of the structure. In the following, the H-bond networks of each of the 16 ices are discussed with a particular emphasis on identification and characterization of their local structural elements, which cohere to give different topologies to these networks. Table 2 reports average bond lengths $R_{\text{avg}}$, average local stretching force constants $k_{n,\text{avg}}$, and number of H-bonds incorporated in different local structural elements identified within the H-bond networks of each ices. The H-bond networks for the 16 ices are shown in Figures 6–14a with respect to a $2 \times 2 \times 2$ supercell, where the primitive unit cell is also indicated. Because disordered/ordered ice pairs correspond to the same H-bond topology, H-bond networks and primitive unit cells of only ordered ices are shown. In some cases, noteworthy local structural elements are also presented separately. Different H-bond environments as identified by $k_{n}$ are distinguished using different colors. The $2 \times 2 \times 2$ supercell is represented in two ways: (i) each O···O contact around the central water molecule within the local tetrahedral environment is represented by a stick, (ii) water molecules and H-bonds are represented by balls and sticks, and dashed lines, respectively.

In general, up to 0.8 and 9.5% deviations in $R_{\text{avg}}$ and $k_{n,\text{avg}}$, respectively, can be seen within the different H-bond environments of H-ordered ices. In the case of H-disordered ices this is even more pronounced. The considerable deviations in $k_{n,\text{avg}}$ in both instances might be caused by numerical errors during the evaluation of the Hessian matrix from numerical differentiation of analytical gradients and also by the large size of primitive unit cells which contain 8–28 water molecules. However, this precision is sufficient for our purpose of capturing trends in the bond strength variations.

#### 3.3.1. Ice Ih/XI

Hexagonal ice is a disordered ice phase where the H-bond framework comprises hexagonal rings in chair and boat conformations. The topology of the H-bond network in Ih allows for hexagonal channels or chains of cavities which can entrap small atoms such as helium. We probed the hydrogen bond strengths in Ih via $k_{n}$, and it revealed that the primary structural elements of Ih, that is, hexagonal rings, can be associated with the same H-bond environment (Figure 6) which is also true for other high-energy configurations investigated for ice Ih. In other words, the H-bond strength in Ih is uniformly distributed throughout the framework manifesting a highly balanced H-bond network. The low-temperature ordered counterpart of ice Ih, ice XI, exhibited marginally stronger H-bonds.

#### 3.3.2. Ice II

Ice II has a fully H-ordered structure composed of puckered hexagonal rings in the [111] direction of the rhombohedral unit cell. The hexagonal rings vary in their degree of puckering leading to flat- and chair-shaped rings. Four types of H-bonds can be identified within the H-bond network of ice II. The H-bonds within the hexagonal rings are referred to as “flat” and “chair” bonds, while those linking hexagonal rings vertically and horizontally are called “pillar” and “bridge” bonds, respectively. In general, ice II structure can be apprehended as a collection of interconnected hexagonal columns, or in other words, “ice nanotubes.” Nakamura et al. determined the hydrogen-bonding energies of these four types of H-bonds using pair interaction energies, and their relative strengths were ranked in the following order: bridge $<$ flat $<$ chair $<$ pillar. We also characterized the bond strengths of these four types of H-bonds, and considering the marginal difference in $k_{n,\text{avg}}$ for “flat” and “chair” bonds, we identified that these hexagonal rings in fact belong to the same H-bond environment which is denoted by type hex. Accordingly, bond strengths in these three different H-bond environments were observed to vary in the order bridge $<$ pillar $<$ hex, and a representation of these bonds within both the H-bond network and a pair of hexagonal columns is shown in Figure 7.
Table 2. Average Bond Length Values $R_{avg}$ in Å, Average Local Stretching Force Constant Values $k_s_{avg}$ in mDyn/Å, Each Followed by Respective Standard Deviation Values $\pm \Delta$ in Paratheses, and Number of Bonds in Each Environment for Different Local H-Bond Environments, within Primitive Unit Cell and across Its Boundaries, for the 16 Ices Calculated at the vdW-DF2 Level$^{a}$

<table>
<thead>
<tr>
<th>type</th>
<th>$R_{avg}$ (Å)</th>
<th>$k_s_{avg}$ (mDyn/Å)</th>
<th>no.</th>
</tr>
</thead>
<tbody>
<tr>
<td>hex 1</td>
<td>1.793 (0.011)</td>
<td>0.288 (0.002)</td>
<td>24</td>
</tr>
<tr>
<td>hex 2</td>
<td>1.797 (0.004)</td>
<td>0.284 (0.005)</td>
<td></td>
</tr>
<tr>
<td>hex 3</td>
<td>1.797 (0.004)</td>
<td>0.284 (0.004)</td>
<td></td>
</tr>
<tr>
<td>hex 4</td>
<td>1.798 (0.003)</td>
<td>0.283 (0.005)</td>
<td></td>
</tr>
<tr>
<td>hex 5</td>
<td>1.798 (0.003)</td>
<td>0.283 (0.004)</td>
<td></td>
</tr>
<tr>
<td>hex 6</td>
<td>1.808 (0.004)</td>
<td>0.284 (0.005)</td>
<td></td>
</tr>
</tbody>
</table>
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Table 2. continued

<table>
<thead>
<tr>
<th>type</th>
<th>$R_{eq} (\pm \Delta r)$</th>
<th>$\Delta I_{eq} (\pm \Delta I)$</th>
<th>no.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$c_1$</td>
<td>$c_1$</td>
<td>$c_2$</td>
</tr>
<tr>
<td>octahed-5</td>
<td>1.960</td>
<td>(0.014)</td>
<td></td>
</tr>
<tr>
<td>octahed-1</td>
<td>1.844</td>
<td>(0.000)</td>
<td></td>
</tr>
<tr>
<td>connect-1</td>
<td>1.859</td>
<td>(0.018)</td>
<td></td>
</tr>
<tr>
<td>zigzag-1</td>
<td>1.847</td>
<td>(0.021)</td>
<td></td>
</tr>
<tr>
<td>connect-2</td>
<td>1.845</td>
<td>(0.018)</td>
<td></td>
</tr>
<tr>
<td>zigzag-2</td>
<td>1.853</td>
<td>(0.020)</td>
<td></td>
</tr>
<tr>
<td>connect-1</td>
<td>1.844</td>
<td>(0.002)</td>
<td></td>
</tr>
<tr>
<td>connect-2</td>
<td>1.836</td>
<td>(0.000)</td>
<td></td>
</tr>
<tr>
<td>zigzag-1</td>
<td>1.859</td>
<td>(0.000)</td>
<td></td>
</tr>
<tr>
<td>connect-3</td>
<td>1.876</td>
<td>(0.000)</td>
<td></td>
</tr>
<tr>
<td>zigzag-2</td>
<td>1.894</td>
<td>(0.000)</td>
<td></td>
</tr>
<tr>
<td>octahed-1</td>
<td>1.844</td>
<td>(0.000)</td>
<td></td>
</tr>
<tr>
<td>octahed-2</td>
<td>1.857</td>
<td>(0.010)</td>
<td></td>
</tr>
<tr>
<td>octahed-3</td>
<td>1.869</td>
<td>(0.000)</td>
<td></td>
</tr>
<tr>
<td>octahed-4</td>
<td>1.920</td>
<td>(0.020)</td>
<td></td>
</tr>
<tr>
<td>octahed-5</td>
<td>1.960</td>
<td>(0.014)</td>
<td></td>
</tr>
<tr>
<td>connect-1</td>
<td>1.817</td>
<td>(0.001)</td>
<td></td>
</tr>
<tr>
<td>connect-2</td>
<td>1.854</td>
<td>(0.000)</td>
<td></td>
</tr>
<tr>
<td>connect-3</td>
<td>1.878</td>
<td>(0.000)</td>
<td></td>
</tr>
<tr>
<td>connect-4</td>
<td>1.895</td>
<td>(0.003)</td>
<td></td>
</tr>
<tr>
<td>connect-5</td>
<td>1.953</td>
<td>(0.005)</td>
<td></td>
</tr>
<tr>
<td>octahed-1</td>
<td>1.839</td>
<td>(0.008)</td>
<td></td>
</tr>
<tr>
<td>octahed-2</td>
<td>1.847</td>
<td>(0.015)</td>
<td></td>
</tr>
<tr>
<td>octahed-3</td>
<td>1.828</td>
<td>(0.000)</td>
<td></td>
</tr>
<tr>
<td>octa-1</td>
<td>1.805</td>
<td>(0.011)</td>
<td></td>
</tr>
<tr>
<td>octa-2</td>
<td>1.828</td>
<td>(0.008)</td>
<td></td>
</tr>
<tr>
<td>octa-3</td>
<td>1.854</td>
<td>(0.004)</td>
<td></td>
</tr>
<tr>
<td>octa-4</td>
<td>1.875</td>
<td>(0.002)</td>
<td></td>
</tr>
<tr>
<td>thread</td>
<td>1.901</td>
<td>(0.001)</td>
<td></td>
</tr>
</tbody>
</table>
3.3.3. Ice III/IX.

Ice IX has an almost completely H-ordered structure with a complex arrangement of five-membered rings in a tetragonal unit cell, and its disordered counterpart is ice III. The structure contains two types of water molecules with oxygen atoms distinguished as O(1) and O(2). The topology of the H-bonded network is such that water molecules with atoms O(1) form helices along the c-axis and water molecules with atoms O(2) connect adjacent helices. By utilizing \( k_n \), we could identify three types of H-bonds in total; one type corresponding to those connecting O(1)-containing water molecules to each other and two other different types of H-bonds that connect O(1)-containing water molecules to those of O(2). In other words, the first type of H-bonds connect the water molecules forming the helices, and second and third types bridge those helices into a united framework. Referring to Figure 8 and Table 2, these three types of H-bonds termed as helix (in cyan), bridge-1 (in green), and bridge-2 (in gray) are found to have varying strengths in the order bridge-2 < bridge-1 < helix, as observed for both ices III and IX. Among the other high-energy structures investigated for ice III, only one configuration corresponding to the most stable structure is consistent with the H-bond strength variation of the ground state (\( c_0 \) configuration) of ice III and ice IX. The other configurations tend to have at least one of the bridge bonds as the strongest H-bond.

3.3.4. Ice IV.

A striking feature in ice IV is its self-interpenetrating H-bond network where a single network is

<table>
<thead>
<tr>
<th>type</th>
<th>( R_{eq} (\pm \Delta r) )</th>
<th>( k_{eq} (\pm \Delta r) )</th>
<th>( \text{no.} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>octahed-4</td>
<td>1.900 (0.013)</td>
<td>1.887 (0.006)</td>
<td>1.905 (0.022)</td>
</tr>
<tr>
<td>octahed-5</td>
<td>1.924 (0.025)</td>
<td>1.919 (0.009)</td>
<td>1.922 (0.032)</td>
</tr>
<tr>
<td>octahed-6</td>
<td>1.937 (0.012)</td>
<td>1.949 (0.007)</td>
<td>1.912 (0.033)</td>
</tr>
<tr>
<td>cage</td>
<td>1.804 (0.004)</td>
<td>1.805 (0.006)</td>
<td>1.804 (0.003)</td>
</tr>
</tbody>
</table>

\( \Delta r \) for each disordered ice, five/six configurations are given and their labeling is according to Section 2. See ref 84.

Figure 6. H-bond network of ice I(h).

Figure 7. (a) H-bond network of ice II. Different H-bond environments are highlighted as hex (gray), pillar (yellow), and bridge (orange). (b) Side view of a pair of hexagonal columns in ice II.

Figure 8. H-bond network of ice IX(III). Different H-bond environments are highlighted as helix (cyan), bridge-1 (green), and bridge-2 (gray).

3.3.3. Ice III/IX. Ice IX has an almost completely H-ordered structure with a complex arrangement of five-membered rings in a tetragonal unit cell, and its disordered counterpart is ice III. The structure contains two types of water molecules with oxygen atoms distinguished as O(1) and O(2). The topology of the H-bonded network is such that water molecules with atoms O(1) form helices along the c-axis and water molecules with atoms O(2) connect adjacent helices. By utilizing \( k_n \), we could identify three types of H-bonds in total; one type corresponding to those connecting O(1)-containing water molecules to each other and with two other different types of H-bonds that connect O(1)-containing water molecules to those of O(2). In other words, the first type of H-bonds connect the water molecules forming the helices, and second and third types bridge those helices into a united framework. Referring to Figure 8 and Table 2, these three types of H-bonds termed as helix (in cyan), bridge-1 (in green), and bridge-2 (in gray) are found to have varying strengths in the order bridge-2 < bridge-1 < helix, as observed for both ices III and IX. Among the other high-energy structures investigated for ice III, only one configuration corresponding to the most stable structure is consistent with the H-bond strength variation of the ground state (\( c_0 \) configuration) of ice III and ice IX. The other configurations tend to have at least one of the bridge bonds as the strongest H-bond.

3.3.4. Ice IV. A striking feature in ice IV is its self-interpenetrating H-bond network where a single network is
present all over the structure. There are two types of crystallographically distinct O atoms, O(1) and O(2), where O(1)-type atoms give rise to puckered six-membered rings. The O(2)-type atoms are H-bonded to each other and run through the center of these six-membered rings and together they form the local structural motif of ice IV. According to our H-bond strength analysis and in reference to low-energy configuration, the lateral H-bonds which extend from O(2)-type atoms to O(1) type atoms, thereby linking three six-membered rings of separate motifs, are the strongest type of H-bonds existing within ice IV. Their strengths vary in the order lateral-1 > lateral-2 > lateral-3 > lateral-4. The six-membered ring entity of the local structure consists of three types of H-bonds, namely, hex-1, hex-2, and hex-3, strength decreasing in the order mentioned and these bonds are weaker than lateral H-bonds, hex-3 being the overall weakest type of H-bond. The second weakest type of H-bonds found within ice IV are termed as perpendicular-type H-bonds, and as mentioned earlier, they correspond to H-bonds running through the center of the six-rings connecting O(2)-type atoms together. This perpendicular H-bond type can be compared to thread-type H-bonds that go through the center of eight-membered rings of the ice V/XIII structure (see Section 3.3.6) in a similar fashion, and those in ice IV are comparatively weaker. The other high-energy configurations considered for ice IV have overall inconsistent bond strength variations yet preserve the strength order where lateral > hex-type H-bonds. In addition, it is observed that perpendicular-type H-bonds tend to be the weakest in these energetically high configurations.

3.3.5. Ice VII/VIII. Ices VII/VIII are composed of two independent and interpenetrating networks, each corresponding to the ice Ic structure. Networks with these attributes are recognized as catenated or self-clathrate frameworks, where two
identical frameworks are inserted into each other with no H-bonds between the molecules that make up either framework. Similar to hexagonal ice, a uniform bond strength distribution can be identified both within ground and high-energy configurations inspected for ices VII/VIII, pertaining to Ic structural elements. This is termed as cubic H-bond type and depicted in Figure 10. In comparison to the hex-type H-bonds that constitute the hexagonal rings of ices Ic1h/XI, cubic-type H-bonds in ices VII/VIII are much weaker.

3.3.6. Ice V/XIII. The H-bond network in ice V/XIII is the most complicated among known ices and a lucid description of its distinct local features is not so straightforward. It can be perceived as a self-entangled network13 constituted of bands of fused eight-membered rings with H-bonded chains threading through these rings. Varying ring sizes of four-, five-, six-, and eight-membered rings are present within this framework. We could identify five different H-bond environments, as depicted in Figure 11. The H-bonds, octa-1, octa-2, octa-3, and octa-4, which have decreasing bond strengths in the order mentioned, comprise eight-membered fused rings (Figure 11b), and in fact, octa-1- and octa-2-type strong bonds combine these rings together. Meanwhile, the thread-type H-bonds which have the lowest bond strengths are only visible within the threads that shoot through eight-membered rings and besides thread-type bonds octa-n (n = 2, 3, 4)-type bonds also merge to form these threads. In the case of disordered ice V structure, the lowest energy conformation (c1) displayed H-bond strength variations in agreement with the ice XIII ordered structure. In comparison to the latter, a weakening of octa-1- and octa-2-type H-bonds along with a strengthening of thread-type bonds can be associated with other high-energy structures of ice V.

3.3.7. Ice XII/XIV. This is one of the densest91 ice forms among those with a simple H-bond topology without any interposition of structural elements. Three crystallographically different molecules13 exist within this network, corresponding to five different types of H-bond strengths, as revealed by c2. As highlighted in Figure 12 in gray and orange, two types of H-bonds form “zigzag” chains along the c-axis of the tetragonal unit cell, while the other three types of H-bonds indicated by cyan, green, and yellow connect these chains together, furnishing a three-dimensional H-bond network. Their bond strengths tend to vary in the order connect-1 < connect-2 < zigzag-1 < connect-3 < zigzag-2. Though it is implied from this particular projection that five- or six-membered rings could be present, in actuality, only seven- or eight-membered rings are present within this framework. Within the representative configurations we considered for disordered ice XII, none of the configurations could produce a H-bond strength variation similar to its ordered counterpart. For the larger part, this might be caused by the deviation of those configurations from the true ground state of ice XII, where the lowest energy conformation is about 3 kcal/mol H2O higher in energy than ordered ice XIV structure. Interestingly, all the high-energy configurations considered here seem to favor connect-3 type as their strongest H-bond.

3.3.8. Ice VI/XV/XIX. The H-bond topology of this network also corresponds to the interpenetration of two identical networks with no H-bonds in between, as seen in the ice VI/
VIII framework. The structural element of the VI/XV network resembles a distorted octahedron, made up of six water molecules occupying the vertices of the octahedron, with only eight H-bonds between the vertices. Each distorted octahedron is associated with five different H-bond environments as indicated in Figure 14a as octahedron (n = 1, 2, 3, 4, 5), whereas the H-bonds termed as connect, which also turn out to be the strongest, link these octahedrons together. This trend is also true for the ice VI ground-state structure, although other high-energy configurations of ice VI diverge from this result, lowest energy configuration being about 0.04 kcal/mol·H₂O higher than the ground state. There is no consensus among these high-energy configurations with regard to H-bond strength variation.

Another very recently discovered and what was determined to be a very weakly hydrogen ordered phase of ice VI is ice XIX.93 The latter is created via mechanical distortion of the local structure of ice VI, that is, octahedra or in other words hexameric units, under pressure.93 Interestingly, one of the high-energy configurations (c₄) examined for ice XIX, lying about 0.2 kcal/mol·H₂O above the ground state of ice VI (c₀), turned out to possess bond strength variations conforming to those in ices VI and XV. Compared to ice XV, an additional H-bond environment is present within ice XIX giving rise to two different types of octahedra. The growing complexity of the H-bond network can be well understood in connection with the structure. As mentioned before, ice XIX is derived from a distortion of the local structure (octahedra) of ice VI.

3.3.9. Ice XVII. Low-density porous ices, which have densities lower than ice XI, have drawn much attention both in a practical aspect as an efficient medium for hydrogen storage as well as in a theoretical aspect, as their stability regions extend the water–ice phase diagram into the negative pressure regime. In their work, del Rosso and co-workers99 derived ice XVII, a guest-free crystalline ice phase by emptying guest atoms/molecules enclosed in the cavities of a hydrogen hydrate or otherwise known as ice clathrate. This new form of ice was demonstrated to be metastable at room pressure below 120 K. According to our H-bond strength characterization, ice XVII is composed of cages, comparable in strength to ice Ih and XI (Figure 15).

Figure 15. H-bond network of ice XVII.

3.3.10. Push–Pull Effect in Ice Lattices and Intrinsic Strength of the Local Structure. Overall, our study clearly reveals that the majority of the ices are composed of different types of H-bonds with varying strengths. In the case of ices Ih and VIII (VII), only one type of H-bond is present within the H-bond network of each ice, termed as hex and cubic types, respectively. Although both types of bonds are arranged in a six-membered ring, it is interesting to see the striking difference between their bond strengths where hex type in ices Ih (XI) is significantly stronger than cubic type in ices VIII (VII) by about 0.113 (0.132) mdyn/Å. This could be a direct consequence of the topology of the H-bond network, which corresponds to the interposition of two identical Ic networks in the case of ice VIII (VII). In this setting, the repulsive nature between the oxygen atoms in close proximity leads to the weakening of the cubic-type bonds. Apart from the mentioned, all other ices accommodate different types of H-bonds in their framework, which could be somewhat counterintuitive given the fact that all the ices originate from the same local tetracoordinated environment. This is due to the fact that according to the Bernal–Fowler ice rules, the arrangement of these local environments gives rise to different local structural elements which in turn can be attributed to different H-bond strengths.

In addition, it is of interest to inquire about the bond strengths in various types of H-bonds within a particular ice. As shown by Tao et al.7 in their investigation of different H-bond types in water clusters, when a donor and an acceptor water molecule participating in a H-bond simultaneously accepts from and donates to other peripheral water molecules, the target H-bond is strengthened by the so-called push–pull effect. The ideal situation is where the donor molecule accepts two peripheral water molecules which pulls electron density from the donor, meanwhile where the acceptor donates to two peripheral water molecules which pushes electron density toward the acceptor. This synchronized effect ultimately leads to a directional high polarization of the target H-bond. In analogy to H-bonds in ice, this optimal situation is perturbed where the donor and acceptor can donate and accept an additional H-bond as dictated by the tetragonal coordination. In principle, when this perturbation significantly changes the directionality of the push–pull effect, the bond-strength of the target H-bond undergoes substantial changes. We tested this hypothesis by comparing the push–pull setting for different H-bond types in ice II as a case study.

Figure 16 depicts the directionality of the push–pull effect that can be observed in a typical setting for a hex, pillar, and bridge H-bond in ice II. The black arrows indicate the same directionality of the push–pull effect, while dashed red arrows highlight the deviations from the said direction. The peripheral water molecules that are responsible for these deviations are marked as P₅ and P₆, and we monitored angles P₅DA and P₆AD with donor (D) and acceptor (A) water molecules of the target bond for the three types of H-bonds. In comparison to both hex and pillar, the bridge-type H-bond corresponds to angles which are more in-plane (125.5 and 126.9°) with D and A water molecules. In contrast, for both hex- and pillar-type H-bonds, one of the angles leading to the deviations is out-of-plane (85.0 and 85.4°). Thus, it can be deduced that in the case of bridge-type H-bonds, the in-plane angles lead to a higher perturbation in the push–pull direction, thereby weakening the target H-bond. On the other hand, when the peripheral water molecules supporting the push–pull direction are associated with more in-plane angles, the consequence push–pull effect is high, which is reflected in higher bond strengths. As compared for pillar and hex types, the latter corresponds to more in-plane angles that are close to 120°, and the enhanced push–pull effect in this situation results in stronger hex-type bonds.

3.4. Local Stretching Force Constant k₀ and Water–Ice Phase Diagram. The water–ice phase diagram presents the
domains of stability for known and predicted ices in the phase range up to 100 GPa. Several experimental and/or computational investigations have led to the determination of phase boundaries between ices I$_h$, II, III, V, VI, and VII and water, while fields of stability for some ices such as ices XIII and XIV have not been established yet. Ices I$_c$, IV, IX, and XII are metastable because they do not have their own regions of stability but exist in the stability range of another ice phase. The newest additions to the water−ice phase diagram are ices XVII and XIX, and the former is distinctive as it extends stability regions of the phase diagram to the negative pressure ends as well. Thermodynamically stable ices can also exist beyond their fields of stability, but preferentially transforms to the most stable form under those P−T conditions, that is, most high-pressure ices are metastable at ambient pressures and slowly transform to I$_h$. Exploration of the water−ice phase diagram has many facets; it can be analyzed in a thermodynamic aspect to obtain information about phase transitions and equations of state for coexisting phases or can be studied for its chemical dimensions such as the influence by acid/base dopants on H-ordering processes, or the focus can be on extreme conditions such as terapascal (TPa) pressure regimes which extend our understanding on morphology and evolution of ice giants in the solar system.

An alternative route to traverse the water−ice phase diagram is to monitor the variation of lattice energies across the different ice phases. The experimental lattice energies by Whalley, which extrapolate phase coexistence lines measured at finite temperature and pressure to zero temperature and pressure, have been utilized to compare the stability of ices. As the lattice energy reflects the collective H-bond strengths of the H-bond network of a particular ice polymorph, we examined its variation across the phase diagram moving from ambient to high pressures based on the calculated lattice energies in this work. We could observe moving from left to right in the phase diagram that for ices with unambiguously defined phase boundaries, the corresponding calculated lattice energies decreased in the order I$_h$ > III > II > VI > XV > VIII > VII. Not so surprisingly, we could...
see this trend duly reflected in the subsequent analysis based on the characterization of the H-bond network via $k_3^h$, which is explained in detail below.

As shown in Figure 17, the ices within gradually increasing pressure regimes of the phase diagram are associated with their dominating H-bond classes based on our strong, intermediate, and weak classification presented in Section 3.2.3. Accordingly, ices Ih, II, III, IX, XIII, and XVII which can be found in the 0–0.7 GPa region of the phase diagram are dominated by strong H-bonds with a low scattering of bond strength values, latter higher than 0.25 mdyn/Å. The ices in the central region of the phase diagram (0.7–1.6 GPa) have a high percentage of intermediate H-bonds, with the largest scattering of bond strength values, varying between 0.16 and 0.36 mdyn/Å. The ices VII and VIII in the very high pressure end of the phase diagram (up to 5 GPa) mostly comprise weak H-bonds. Thus, going from left to right in the phase diagram, the predominant class of bond strengths associated with different H-bond network topologies of ices vary from strong to weak. Consequently, increasing pressures are required in order to stabilize these ices. Reverting to the similar analysis of these similar sites according to the Bernal–Fowler ice rules. Due to this uniformity in the ice structure, one would expect to see a homogeneous H-bond strength distribution within ices which can ideally be quantified via one bond strength value as attempted in ref 148; we could clarify in this work that this is not the case. Based on the assessment of the intrinsic H-bond strength within 16 ices we investigated, we could observe an array of bond strength distributions. Apart from hexagonal ice, frequently occurring form of ice on the earth’s surface, and ice VIII(VII), existing in the earth’s interior, both of which displayed a uniform distribution of H-bond strengths as quantified via $k_3^h$, all the other ices exhibited disparate bond strength distributions. We could explain these broad bond strength distributions in terms of different local structural elements embedded within the H-bond framework of each ice. Different H-bond types with varying strengths can be associated with these elements and hence the disparity. The bond strengths in different H-bond types in a particular ice are governed by the push–pull effect. Moreover, based on the strong, intermediate, and weak H-bond classification presented in this work, we could shed light on the H-bond strength variation across the water–ice phase diagram. In summary, these new findings on the H-bond strengths of the known ices provide important new guidelines with regard to the verification of the existence of different H-bond networks, bolstering research in novel ice structure prediction.

4. CONCLUSIONS

Herein, we employed the extension of the LVM theory to solid-state systems to characterize H-bonds in several ice crystals. The local environment in the H-bond network of ice corresponds to a tetrahedral coordination at each water molecule, and the global topology of ice can be perceived to emerge from the integration of these similar sites according to the Bernal–Fowler ice rules. Due to this uniformity in the ice structure, one would expect to see a homogeneous H-bond strength distribution within ices which can ideally be quantified via one bond strength value as attempted in ref 148; we could clarify in this work that this is not the case. Based on the assessment of the intrinsic H-bond strength within 16 ices we investigated, we could observe an array of bond strength distributions. Apart from hexagonal ice, frequently occurring form of ice on the earth’s surface, and ice VIII(VII), existing in the earth’s interior, both of which displayed a uniform distribution of H-bond strengths as quantified via $k_3^h$, all the other ices exhibited disparate bond strength distributions. We could explain these broad bond strength distributions in terms of different local structural elements embedded within the H-bond framework of each ice. Different H-bond types with varying strengths can be associated with these elements and hence the disparity. The bond strengths in different H-bond types in a particular ice are governed by the push–pull effect. Moreover, based on the strong, intermediate, and weak H-bond classification presented in this work, we could shed light on the H-bond strength variation across the water–ice phase diagram. In summary, these new findings on the H-bond strengths of the known ices provide important new guidelines with regard to the verification of the existence of different H-bond networks, bolstering research in novel ice structure prediction.
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