
Top Organomet Chem
https://doi.org/10.1007/3418_2020_48
# Springer Nature Switzerland AG 2020

Characterizing the Metal–Ligand Bond
Strength via Vibrational Spectroscopy: The
Metal–Ligand Electronic Parameter
(MLEP)

Elfi Kraka and Marek Freindorf

Contents

1 Introduction
2 The Tolman Electronic Parameter (TEP)
3 Local Vibrational Mode Analysis

3.1 Theory of Local Vibrational Modes
3.2 Application of the Local Vibrational Mode Analysis

4 Assessment of the TEP with the Local Mode Analysis
4.1 TEP and Mode–Mode Coupling
4.2 Correlation Between CO and ML Bonding

5 The Metal–Ligand Electronic Parameter (MLEP)
5.1 Relative Bond Strength Order (BSO)
5.2 Intrinsic Strength of Nickel–Phosphine Bonding
5.3 Special Role of Carbene Ligands
5.4 Ionic Ligands
5.5 Generalization of the MLEP

6 Conclusion and Outlook
References

Abstract The field of organometallic chemistry has tremendously grown over the
past decades and become an integral part of many areas of chemistry and beyond.
Organometallic compounds find a wide use in synthesis, where organometallic
compounds are utilized as homogeneous/heterogeneous catalysts or as stoichiomet-
ric reagents. In particular, modifying and fine-tuning organometallic catalysts has
been at the focus. This requires an in-depth understanding of the complex metal–
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ligand (ML) interactions which are playing a key role in determining the diverse
properties and rich chemistry of organometallic compounds. We introduce in this
article the metal–ligand electronic parameter (MLEP), which is based on the local
vibrational ML stretching force constant, fully reflecting the intrinsic strength of this
bond. We discuss how local vibrational stretching force constants and other local
vibrational properties can be derived from the normal vibrational modes, which are
generally delocalized because of mode–mode coupling, via a conversion into local
vibrational modes, first introduced by Konkoli and Cremer. The MLEP is ideally
suited to set up a scale of bond strength orders, which identifies ML bonds with
promising catalytic or other activities. The MLEP fully replaces the Tolman elec-
tronic parameter (TEP), an indirect measure, which is based on the normal vibra-
tional CO stretching frequencies of [RnM(CO)mL] complexes and which has been
used so far in hundreds of investigations. We show that the TEP is at best a
qualitative parameter that may fail. Of course, when it was introduced by Tolman
in the 1960s, one could not measure the low-frequency ML vibration directly, and
our local mode concept did not exist. However, with these two problems solved, a
new area of directly characterizing the ML bond has begun, which will open new
avenues for enriching organometallic chemistry and beyond.

Keywords Local vibrational mode · Tolman electronic parameter · Transition
metals · Vibrational spectroscopy

Abbreviations

ACS Adiabatic connection scheme
BDE Bond dissociation energy
BSO Bond strength order
CEP Computational electronic parameter
DFT Density functional theory
LEP Lever electronic parameter
LTEP Local Tolman electronic parameter
MC Metal carbon
MD Molecular dynamics
ML Metal ligand
MLEP Metal–ligand electronic parameter
NHC N-heterocyclic carbene
[NiFe] Nickel iron hydrogenase
PES Potential energy surface
QALE Quantitative analysis of ligand effects
TEP Tolman electronic parameter
ZPE Zero-point energy

E. Kraka and M. Freindorf



1 Introduction

Since French chemist Louis Claude Cadet de Gassicourt synthesized the first
organometallic compound tetramethyldiarsine in 1706 [1], organometallic chemistry
has tremendously grown and become an integral part of many areas of chemistry and
beyond [2–12]. A number of researchers have been awarded the Nobel Prize in
Chemistry for their work in the area of organometallic chemistry:

1912 – Victor Grignard, discovery of the Grignard Reagent, and Paul Sabatier,
hydrogenation of organic species in the presence of metals

1963 – Karl Ziegler and Giulio Natta, Ziegler–Natta catalyst
1973 – Geoffrey Wilkinson and Ernst Otto Fischer, sandwich compounds
2001 – William Standish Knowles, Ryoji Noyori, and Karl Barry Sharpless, asym-

metric hydrogenation
2005 – Yves Chauvin, Robert Grubbs, and Richard Schrock, metal-catalyzed alkene

metathesis
2010 – Richard F. Heck, Ei-ichi Negishi, and Akira Suzuki, palladium-catalyzed

cross-coupling reactions [13]

Organometallics are strictly defined as chemical compounds, which contain at
least one bonding interaction between a metal and a carbon atom belonging to an
organic molecule. However, aside from bonds to organyl fragments or molecules,
bonds to “inorganic” carbon, like carbon monoxide (metal carbonyls), cyanide, or
carbide, are generally considered as organometallic compounds as well. Likewise, in
addition to the traditional main group metals [4–16] and transition metals [2],
lanthanides and actinides [17, 18], as well as semimetals, i.e., elements such as
boron, silicon, arsenic, and selenium [19, 20], are also considered to form organo-
metallic compounds, e.g., organoboranes [21], broadening the range of organome-
tallic compounds substantially.

One of the major advantages of organometallic compounds is their high reactiv-
ity, which finds wide use in synthesis, where organometallic compounds are utilized
as homogeneous/heterogeneous catalysts or as stoichiometric reagents [22–
28]. Major industrial processes using organometallic catalysts include hydrogena-
tion, hydrosilylation, hydrocyanation, olefin metathesis, alkene polymerization,
alkene oligomerization, hydrocarboxylation, methanol carbonylation, and
hydroformylation, to name just a few [9, 29–31]. Organometallic complexes are
also frequently used in cross-coupling reactions [32, 33], and they have attracted a
lot of attention in the field of organometallic-mediated radical polymerization [34–
38]. The production of fine chemicals relies on soluble organometallic complexes or
involves organometallic intermediates, which often guarantee stereospecific prod-
ucts [7]. A recently evolving field is organometallic electrochemistry, which is
devoted to finding solutions for the production of reliable, affordable, and environ-
mentally friendly energy, fuels, and chemicals such as methanol or ammonia
[39, 40]. Organometallic compounds have recently been discussed as an excellent
alternative to the organic active layers used for solar cells or other light-emitting
devices, due to their better properties such as thermal and chemical stability [41], and
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it has been suggested that organometallic benzene derivatives may even serve as
potential superconducting materials [42].

Organometallic catalysis has allowed the development of an impressive number
of chemical transformations that could not be achieved using classical methodolo-
gies. Most of these reactions have been accomplished in organic solvents, and in
many cases in the absence of water, and under air-free conditions. The increasing
pressure to develop more sustainable transformations has stimulated the discovery of
metal-catalyzed reactions that can take place in water. A particularly attractive
extension of this chemistry consists of the use of biologically relevant aqueous
solvents, as this might set the basis to transform catalytic metal complexes into
biological settings [8, 11, 43–45]. These trends go in line with the recently invoked
interest of pharmaceutical research and development for organometallics [46], in
particular their use as potential anticancer drugs [47–49].

There is a continuous scientific endeavor being aimed at optimizing currently
applied organometallic compounds and/or finding new ones with advanced proper-
ties and a broader scope of applications. In particular, modifying and fine-tuning
homogeneous organometallic catalysts has been at the focus. However, there is a
huge number of possible combinations between one of the 28 transition metals of the
first, second, and third transition metal period (excluding Tc) or one of the 12 metals
of periods 2–6 and an even larger amount of possible ligands (L). Attempts to find
suitable organometallic complexes for catalysis reach from trial-and-error proce-
dures to educated guesses and model-based strategies [50–58], which is nowadays
strongly supported and guided by quantum chemical catalyst design exploring the
catalytic reaction mechanism [59] or the physical properties of the catalyst
[60]. Physical property-based approaches, which recently started to involve data
science and machine learning techniques, provide the ability to examine large swaths
of chemical space [61, 62], but the translation of this information into practical
catalyst design may not be straightforward, in particular if the proposed properties do
not directly relate to measurable quantities.

In this connection, one has searched since decades for measurable parameters that
can be used as suitable descriptors to assess the catalytic activity of a metal complex,
mainly focusing on identifying possible metal–ligand (ML) bond descriptors. The
ML interaction, often highly covalent in nature in the case of organometallics, plays
a key role in determining their diverse properties and rich chemistry, combining
aspects of traditional inorganic and organic chemistry. Therefore, the detailed
understanding of the ML bond is a necessary prerequisite for the fine-tuning of
existing and the design of the next generation of organometallic catalysts. Two
popular strategies to describe the catalytic activity of a transition metal complex in
homogeneous catalysis as a function of the ML bond are based (1) on the ML bond
dissociation energies (BDEs) [63–68] and (2) on molecular geometries to predict via
BDE values and/or bond lengths the ease replacement of a given ligand or the
possibility of enlarging the coordination sphere of a transition metal during catalysis.
While these attempts have certainly contributed to the chemical understanding of
metal and transition metal complexes, one has to realize that BDE values or bond
lengths provide little insight into the intrinsic strength of the ML bond. The BDE is a
reaction parameter that includes all changes, which take place during the dissociation
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process. Accordingly, it includes any (de)stabilization effects of the products to be
formed. The magnitude of the BDE reflects the energy needed for bond breaking but
also contains energy contributions due to geometry relaxation and electron density
reorganization in the dissociation fragments. Therefore, the BDE is not a suitable
measure of the intrinsic strength of a chemical bond as it is strongly affected in
non-predictable ways by the changes of the dissociation fragments. Accordingly, its
use has led in many cases to a misjudgment of bond strength [69–74]. Also the ML
bond length is not a qualified bond strength descriptor. Numerous cases have been
reported illustrating that a shorter bond is not always a stronger bond [75–79]. Other
computational approaches utilized to determine the strength of the ML bond include
molecular orbital approaches [80, 81] or energy decomposition methods [82–
84]. However, also these approaches provide more qualitative rather than quantita-
tive results [69, 85]. On the other hand, detailed information on the electronic
structure of a molecule and its chemical bonds is encoded in the molecular normal
vibrational modes [86]. Therefore, vibrational spectroscopy should provide a better
basis for a quantitative bond strength descriptor, which will be discussed in the next
section.

2 The Tolman Electronic Parameter (TEP)

Experimentalists have used vibrational properties to describe chemical bonding
including metal and transition metal catalysts for a long time [87–113] despite the
fact that the rationalization of this use was never derived on a physically or
chemically sound basis. Vibrational force constants seemed to be the best choice
for describing the strength of chemical bonds, because they are independent of the
atomic masses. However, it turned out that force constants derived from normal
vibrational modes are dependent on the coordinates used to describe the molecule
[114–118]. Therefore, the use of normal vibrational frequencies, which are directly
available from experiment, was suggested. Because of the relatively large mass
of M, ML vibrational frequencies appear in the far-infrared region, which was
experimentally not accessible in the early 1960s. Therefore, the idea of a spectator
ligand came up, which should have a high stretching frequency, i.e., easy to measure,
and which was well-separated from all other frequencies in the spectrum. The metal
spectator stretching frequency had to be sensitive to the strength of the ML bond and
any electronic changes at M resulting from modifications of L, and it had to be
common to most transition metal complexes. This idea was realized in several
investigations on transition metal complexes, whereas suitable spectator and sensor
ligands such as nitriles, isonitriles, and nitrosyl and carbonyl groups were tested,
assuming that the CN, NC, NO+, or CO stretching frequencies are sensitive with
regard to the electronic configuration of M in the transition metal complex and a
given ML bond, so that a spectroscopical (indirect) description of the latter seemed
to be possible. Strohmeier’s work on chromium, vanadium, manganese, tungsten,
and other complexes [119, 120] made the lead in the field of metal–ligand
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investigations with contributions from Fischer [121], Horrocks [122, 123], and
Cotton [124–127]. Strohmeier ordered transition metals according to their π-donor
ability: Cr > W > Mo > Mn > Fe. The overall proof of concept which emerged
from these more or less scattered studies was that L acts as a σ-donor and/or a π-
acceptor according to which the electron density at M is changed. This change can be
monitored by the metal spectator ligand stretching frequency, which provides
indirect evidence on the nature of L and the ML bond. However, it was the
pioneering work of Tolman who combined and systemized these findings, culmi-
nating in the Tolman electronic parameter (TEP) as ML bond strength measure
[128–130]. Originally, Tolman focused on tertiary phosphines (L¼ PR3) interacting
with a nickel–tricarbonyl rest, where the three CO ligands take the role of a spectator
group measuring the interaction of L with Ni. Tolman defined the TEP as the A1-
symmetrical CO stretching frequency of the nickel–tricarbonyl–phosphine complex
according to the following relationship:

TEP ¼ ω Ni; CO,A1ð Þ ¼ 2, 056þ pL ð1Þ

with P(t-Bu)3 as a suitable reference with pL ¼ 0 and ω(CO, A1) ¼ 2,056 cm%1.
Tolman considered P(t-Bu)3 as the most basic phosphine because of its strong σ-
donor and absent π-acceptor ability. This leads to an increase of the electron density
at Ni, which is transferred via the d-orbitals into the antibonding π⋆(CO) orbitals as
sketched in Fig. 1a, b.

The CO bond length is increased, and the A1-symmetrical CO stretching mode is
redshifted to the value of 2,056 cm%1 compared to the CO stretching frequency in
carbon monoxide of 2,071 cm%1 [132]. Any other, less basic phosphine leads to a
lower electron density at Ni and thereby to a higher CO stretching frequency
ω(L) and the ligand-specific increment pL ¼ ω(L) % 2,056. In this way, the basicity
of phosphine ligands can be estimated by simply measuring the vibrational spectra
(infrared or Raman) of the corresponding nickel–tricarbonyl–phosphine complex.
Tolman used phosphine ligands because they cover a wide range of distinct elec-
tronic and steric properties, seldom participate directly in the reactions of a transition
metal complex, and can they be used to modulate the electronic properties of the
adjacent metal center. In addition, he relied on the following important assumptions:

1. ω(CO, A1) is well separated from other frequencies, so it can be easily measured
and identified in the IR spectrum.

2. The ω(CO, A1) stretching mode does not couple with other vibrational modes,
i.e., can be considered as local mode.

3. There is a general correlation between ω(CO, A1) and ω(ML).

In literally hundreds of studies on transition metal–carbonyl complexes, the
original Tolman concept has been applied, and in some studies, its general applica-
bility has been tested. For example, Otto and Roodt [133] fitted the CO frequencies
measured by Strohmeier for trans-[Rh(CO)ClL2] (Rh-Vaska) complexes with the
CO frequencies of Tolman’s nickel–tricarbonyl–phosphines and obtained a qua-
dratic relationship, which suggests that besides the σ-donor activity of the trialkyl
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phosphines, for other ligands, a second ML bonding mechanism in a form of a strong
π-acceptor ability becomes dominant. A series of 14 linear relationships between the
TEP and the CO stretching frequencies of V, Cr, Mo, W, Mn, Fe, and Rh complexes
has been published by Kühl [134]:

TEP ¼ Aω M;CO,A1ð Þ þ B ð2Þ

where each new type of a given transition metal complex (with the same transition
metal (M)) required a different relationship with correlation coefficients R2 ranging
from 0.799 to 0.996. A significant data scattering suggested that for a given
transition metal (M), complexes of the type [RnM(CO)mL] may be subject to
different ML bonding mechanisms depending on the ligands R and L and the
coordination numbers m and n. ML bonding might also be affected by the environ-
ment (solvent, crystal state, etc.). As indicated in Fig. 1c–d, there may be also [RnM
(CO)mL] interactions which are not reflected by ω(CO, A1). In addition, Tolman’s
choice of the t-Bu reference has been challenged by Arduengo’s N-heterocyclic
carbenes (NHCs) [135–137], which are stronger σ-donors than the t-Bu reference, so
that a TEP < 2,056 cm%1 and a negative pL value results.

Parallel to the experimental efforts obtaining TEP values, computational chemists
started to determine CO stretching frequencies of carbonyl–metal complexes in the
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Fig. 1 Schematic overview over possible orbital interactions between ligand L and the [Ni(CO)3]
group in [Ni(CO)3 L] complexes. Reproduced from Ref. [131] with permission of the Royal Society
of Chemistry
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harmonic approximation for molecules in the gas phase and to use them as a
computational electronic parameter (CEP) for the description of ML bonding
[138]. Most of the computational investigations suggested that CEPs obtained for
Ni, Ir, or Ru complexes correlate well with the experimental TEPs [139–144],
provided model chemistries are applied, which are suitable for the description of
metal complexes [139, 141, 145]. CEP values based on semiempirical calculations
were published for LMo(CO)5, LW(CO)5, and CpRh(CO)L complexes [146] or
rhodium Vaska-type complexes [147]. However, the results depend on the param-
etrization of the used semiempirical method. In addition to gas phase TEPs, CEPs
were also calculated for CO adsorbed by Ni–Au clusters [148]. Several review
articles have summarized the experimental and theoretical work in this field
[134, 149, 150]. Figure 2 gives on overview of the use of the TEP in a form of a
TEP periodic table, where the manifold of transition metal complexes for a given M
can be retrieved from the literature given in the figure caption.

As a consequence of the widespread use of the TEP, attempts to relate or
complement it by other measured or calculated properties of the transition metal
complex emerged over time. Tolman himself realized that the bulkiness of a ligand
can outweigh the electronic factors, which was the reason why he introduced the
cone angle θ as a measure for the steric requirements of the ligand [128, 130]. The
Lever electronic parameter (LEP) was introduced, which is based on the ratio of the
redox potentials of closely related complexes such as those of Ru(III) and Ru(II),
which can be electrochemically determined [209, 210], and which can be set into a
relationship to the TEP [138]. It has been disputed whether the molecular electro-
static potential can be used to derive the CO stretching frequencies of transition
metal–carbonyl complexes [211, 212]. Alyea and co-workers [213] suggested ways
of differentiating between σ and π effects influencing the CO stretching frequencies
by referring to thermochemical data such as pKa values. Giering combined electronic
and steric effects to what he coined the quantitative analysis of ligand effects (QALE)
model [212]. Coll and co-workers introduced an average local ionization energy I(r)
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Fig. 2 Use of the TEP throughout the periodic table. Experimentally derived TEPs have been
discussed for Ni (blue) [128–130, 138, 151–160] which were correlated with the TEPs of transition
metals given in green by Kühl [134]. Reproduced from Ref. [131] with permission of the Royal
Society of Chemistry. For specific references, see Pd [161–168], Pt [164, 169], Co [170, 171], Rh
[153, 166, 172–175], Ir [153, 163, 175–180], Fe [172, 181], Ru [182–188], Os [189, 190], Re [191–
193], Mn [119, 120, 194], Cr [122, 195–198], Mo [155, 173, 195], W [170, 199], V [120], Ti
[200, 201], Zr [202], Mg [120], Cu [203, 204], Au [168, 205–208], and Zn [162]
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that, if integrated over the van der Waals surface of ligand L, can be related to the
TEP and Tolman’s cone angle, as was demonstrated for phosphines and phosphites.
However, this approach turned out to be only reliable for ligands (L) with high
polarizability [214].

Although the TEP is still today one of the most popular measures used by the
experimental and computational chemistry community for quantifying the catalytic
activity of transition metal complexes based on vibrational spectroscopy, criticism
on the TEP has been raised by several authors in the recent literature [139, 177, 192,
205, 206, 215–221], in particular with regard to the validity of Tolman’s original
assumption of uncoupled CO stretching modes. The normal vibrational modes in a
molecule always couple [86]. There are only a few examples for uncoupled,
non-delocalized, i.e., local, vibrational modes. The bending vibration of the water
molecule is such an example of a local vibration, where the frequency is not
contaminated by coupling contributions. In general, mode–mode coupling depends
on the orientation of the mode vectors: vibrational modes with orthogonal mode
vectors do not couple. Also, difference in the atomic masses can suppress coupling.
For example, for the light–heavy–light arrangement of an acyclic three-atom mole-
cule, the central atom can function as a “wall,” thus largely suppressing mode–mode
coupling [222].

The TEP is based on measured or calculated normal mode CO stretching fre-
quencies, which may be effected by mode–mode coupling between the CO
stretchings or even between the CO and the MC stretching modes. There are two
different coupling mechanisms between vibrational modes as a consequence of the
fact that there is a kinetic and a potential contribution to the energy of a vibrational
mode [86]. The electronic coupling between modes is reflected by the off-diagonal
elements of the force constant matrix. By diagonalizing the force constant matrix Fq

expressed in terms of internal coordinates qn, i.e., a transformation to normal
coordinates and related normal modes, the electronic mode–mode coupling is
eliminated. However, the resulting normal mode force constants are still contami-
nated by kinematic mode–mode coupling, and as described above, they depend on
the internal coordinates chosen to describe the molecular geometry. Already in the
1960s, Decius [117] attempted to solve the force constant problem by using the
inverse force constant matrix Γ ¼ Fqð Þ%1 and introducing the so-called compliance
constants Γnn as bond strength descriptors. However, the relationship of the compli-
ance constants to normal or other vibrational modes was unclear. Hence, the
compliance constants remained force constants without a mode and a frequency.
Also a given Γnn is related to off-diagonal elements Γmn (m 6¼ n), the physical
meaning of which is unclear. This led to criticism and questions about the usefulness
of compliance constants [223]. For example, why should one only use the diagonal
Γnn terms without considering the role of the off-diagonal Γmn terms when chemical
bonds were described. There were also questions about the physical meaning of
compliance constants related to redundant internal coordinates. Therefore, needed
for an advanced TEP model are local vibrational modes, which fulfill the following
requirements:
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1. They must be uniquely related to both experimentally derived and calculated
normal modes.

2. Each local mode must be independent of the isotope composition of the rest of the
molecule.

3. Each local mode must possess a corresponding local mode force constant,
frequency, mass, and intensity.

4. The local mode force constant must be independent of the internal coordinates
used for the description of the molecular geometry.

3 Local Vibrational Mode Analysis

As will be shown in this section, the Konkoli–Cremer local vibrational modes fulfill
all of these requirements. In 1998, Konkoli and Cremer [78, 224, 225] derived for
the first time local vibrational modes directly from normal vibrational modes by
solving the mass-decoupled Euler–Lagrange equations, i.e., by solving the local
equivalent of the Wilson equation for vibrational spectroscopy [86]. They developed
the leading parameter principle [224], which states that for any internal, symmetry,
curvilinear, etc. coordinate, a local mode can be defined. This mode is independent
of all other internal coordinates used to describe the geometry of a molecule, which
means that it is also independent of using redundant or nonredundant coordinate sets.
The number of local vibrational modes can be larger than Nvib (N: number of atoms,
Nvib ¼ 3N % 6 for a nonlinear and 3N % 5 for a linear molecule), and therefore, it is
important to determine these local modes, which are essential for the reproduction of
the normal modes. This can be accomplished via an adiabatic connection scheme
(ACS), which relates local vibrational frequencies to normal vibrational frequencies
by increasing a scaling factor λ from zero (local frequencies) to 1(normal frequen-
cies). For a set of redundant internal coordinates and their associated local modes, all
those local mode frequencies converge to zero for λ! 1, which do not contribute to
the normal modes, so that a set of meaningful Nvib local modes remains [85, 226]. In
this way, a 1:1 relationship between local (adiabatically relaxed) vibrational modes
and normal vibrational modes has been established [85].

Cremer and co-workers developed a method for calculating from a complete set
of Nvib measured fundamental frequencies, the corresponding local mode frequen-
cies [76]. In this way, one can distinguish between calculated harmonic local mode
frequencies (force constants) and experimentally based local mode frequencies
(force constants), which differ by anharmonicity effects [227, 228]. Zou and
co-workers [85] proved that the reciprocal of the compliance constant of Decius is
identical with the local force constant of Konkoli and Cremer, so that for the first
time the physical meaning of the compliance constants could be established. They
could also show that the local vibrational modes of Konkoli and Cremer are the only
modes, which uniquely relate to the normal vibrational modes [85]. A local
stretching force constant associated with the bond length qn is related to the second
derivative of the molecular energy with regard to qn, i.e., to the curvature of the
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Born–Oppenheimer potential energy surface (PES) in the direction of the internal
coordinate qn. For an increasing bond length described by qn, this coordinate
becomes the coordinate of bond dissociation. Zou and Cremer [229] demonstrated
that by approximating the PES in this direction by a Morse potential and freezing the
electron density during the dissociation process, the local stretching force constant is
directly related to the intrinsic strength of a bond, which qualifies the local stretching
force as unique quantitative bond strength measure.

Before proceeding with the derivation of the local vibrational modes, it is useful
to point out that the term local mode has been used by different authors in different
ways:

1. The Konkoli–Cremer local vibrational modes are the unique and only equivalents
of the normal modes, which are obtained by utilizing the Wilson equation of
vibrational spectroscopy [86]. The Konkoli–Cremer local modes are related to the
isolated modes of McKean obtained by isotope substitution [230], which repre-
sent a good approximation for the Konkoli–Cremer local vibrational modes.

2. Henry and co-workers [231–235] use the term local modes in connection with
local mode (an)harmonic oscillator models to describe the overtones of XH
stretching modes. Therefore, microwave spectroscopists and other experimental-
ists refer to local modes often in connection with overtone spectroscopy.

3. Reiher and co-workers [236–238] calculate unitarily transformed normal modes
of a polymer being associated with a given band in the vibrational spectrum,
where the criteria for the transformation are inspired by those applied for the
localization of molecular orbitals. The authors speak in this case of local vibra-
tional modes, because the modes are localized in just a few units of a polymer.
However, these so-called localized modes are still delocalized within the polymer
units.

4. In solid-state physics, the vibrational mode(s) of an impurity in a solid material is
(are) called local modes [239, 240].

3.1 Theory of Local Vibrational Modes

In Eq. (3), the Wilson equation of vibrational spectroscopy is given [86, 231, 241,
242]:

FxeL ¼ MeLΛ ð3Þ

where Fx is the force constant matrix expressed in Cartesian coordinates xi (i¼ 1, & & &
3N ); M is the mass matrix, matrix eL collecting the vibrational eigenvectors lμ in its
columns; and Λ is a diagonal matrix with the eigenvalues λμ, which leads to the
(harmonic) vibrational frequencies ωμ according to λμ ¼ 4π2c2ω2

μ . The number of
vibrational modes is given by Nvib, i.e., translational and rotational motions of the
molecule are already eliminated. The tilde above a vector or matrix symbol indicates
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mass weighting. By diagonalizing the force constant matrix according to eL{
FxeL ¼

Λ, the normal mode eigenvectors and eigenvalues are obtained.
Usually, the normal mode vectors elμ are renormalized according to L ¼

eL MR
! "1=2 , where the elements of the mass matrix MR are given by mR

μ ¼

el
{
μ
elμ

# $%1
and represent the reduced mass of mode μ. Equation 3 can be written in

different ways. For example, without mass weighting as shown in Eq. (4):

FxL ¼ MLΛ ð4Þ

One obtains L{FxL ¼ K and L{ML ¼ MR, which define the diagonal normal force
constant matrix K and the reduced mass matrix MR, respectively.

One can express the molecular geometry in terms of internal coordinates qn rather
than Cartesian coordinates xn, and by this, the Wilson equation adopts a new form:
[86]

FqeD ¼ G%1eDΛ ð5Þ

where eD collects the normal mode vectors edμ (μ ¼ 1, . . ., Nvib) column-wise, and
matrixG¼ BM%1B{ (WilsonG-matrix) gives the kinetic energy in terms of internal
coordinates [86]. The eigenvector matrix eD has the property to diagonalize Fq and to

give eD{
FqeD ¼ Λ. If one does not mass weight the matrix D and works with

FqD ¼ G%1DΛ, diagonalization leads to D{FqD ¼ K.

Properties of a Local Mode The local mode vector an associated with the internal
coordinate qn, which leads the nth local mode, is given by [224]:

an ¼
K%1d{n
dnK%1d{n

ð6Þ

where the local mode is expressed in terms of normal coordinates Qμ. K is the
diagonal normal mode force constant matrix (see above) and dn is a row vector of the
matrix D. The local mode force constant kan of mode n (superscript a denotes an
adiabatically relaxed, i.e., local mode) is obtained via Eq. (7):

kan ¼ a{nKan ¼ dnK%1d{n
! "%1 ð7Þ

Local mode force constants, contrary to normal mode force constants, have the
advantage of being independent of the choice of the coordinates used to describe the
molecule in question [76, 224]. In recent work, Zou and co-workers proved that the
compliance constants Γnn of Decius [117] are simply the reciprocal of the local mode
force constants: kan ¼ 1=Γnn [85, 226, 243].
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The reduced mass of the local mode an is given by the diagonal elementGnn of the
G-matrix [224]. Local mode force constant and mass are needed to determine the
local mode frequency ωa

n

ωa
n

! "2 ¼ 14π2c2kanGnn ð8Þ

Apart from these properties, it is straightforward to determine the local mode
infrared intensity or the Raman intensity [244].

Adiabatic Connection Scheme (ACS) Relating Local to Normal Mode
Frequencies With the help of the compliance matrix Γq ¼ Fqð Þ%1, the vibrational
eigenvalue (Eq. (5)) can be expressed as [85]:

Γqð Þ%1eD ¼ G%1eD Λ ð9Þ

G eR ¼ ΓqeR Λ ð10Þ

where a new eigenvector matrix eR is given by:

eR ¼ Γqð Þ%1eD ¼ FqeD ¼ eD%1
# ${

K ð11Þ

Zou and co-workers partitioned the matrices Γq and G into diagonal (Γq
d and Gd)

and off-diagonal parts (Γq
od and God) [85]:

Gd þ λ Godð Þ eRλ ¼ Γq
d þ λ Γq

od

! " eRλΛλ ð12Þ

The off-diagonal parts can be successively switched on by increasing a scaling
factor λ from zero to one so that the local modes given by the diagonal parts (λ ¼ 0)
are adiabatically converted into normal modes defined by λ ¼ 1. Each λ defines
specific set of eigenvectors and eigenvalues collected in eRλ and Λλ , respectively.
Equation (12) is the basis for the ACS.

3.2 Application of the Local Vibrational Mode Analysis

The local mode analysis has been successfully applied to characterize covalent
bonds [73, 75, 229, 245–248] and weak chemical interactions such as halogen
[72, 249–252], chalcogen [253–255], pnicogen [256–258], and tetrel interactions
[74] as well as H-bonding [227, 228, 259–263] and BH& & &π interactions
[264, 265]. Recently, the local mode analysis was for the first time successfully
applied to periodic systems [266, 267]. Some highlights include:
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• The intrinsic bond strength of C2 in its 1Σþ
g ground state could be determined by

its local stretching force constant. In comparison with the local CC stretching
force constants obtained for ethane, ethene, and acetylene, an intrinsic bond
strength half way between that of a double bond and that of a triple bond was
derived. These results, based on both measured and calculated frequency data,
refute the verbose discussion of a CC quadruple bond [229].

• The modeling of liquid water with 50 mers and 1,000 mers using both quantum
chemistry and molecular dynamics (MD) simulations at different temperatures
led to a set of interesting results [260]. The local mode analysis revealed that there
are 36 hydrogen bonds in water clusters of different strength. In warm water, the
weaker H-bonds with predominantly electrostatic contributions are broken, and
smaller water clusters with strong H-bonding arrangements remain that accelerate
the nucleation process leading to the hexagonal lattice of solid ice. Therefore,
warm water freezes faster than cold water in which the transformation from
randomly arranged water clusters costs time and energy. This effect known in
the literature as theMpemba effect, according to its discovery by Mpemba in 1969
[268], could now for the first time be explained at the atomistic level.

• For the first time, nonclassical H-bonding involving a BH. . .π interaction was
described utilizing both quantum chemical predictions and experimental realiza-
tion. According to the Cremer–Kraka criterion for covalent bonding [269, 270],
this interaction is electrostatic in nature and the local BH. . .π stretching force
constant is as large as the H-bond stretching force constant in the water dimer
[264, 265].

• A method for the quantitative assessment of aromaticity and antiaromaticity
based on vibrational spectroscopy was developed [271], which led to a new
understanding of the structure and stability of polycyclic gold clusters based on
a new Clar’s Aromaticity Rule equivalent [272, 273].

4 Assessment of the TEP with the Local Mode Analysis

The local mode analysis will be used in the following section to test Tolman’s basic
assumptions: (1) that the ω(CO, A1) normal mode does not couple with other
vibrational modes, and (2) that there is a general correlation between ω(CO, A1)
and ω(ML).

4.1 TEP and Mode–Mode Coupling

A potential contamination of the CO stretching frequencies due to mode–mode
coupling was already considered by Crabtree and co-workers [138] who tried to
correct computationally the CO stretching frequencies of 66 nickel–tricarbonyl
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complexes [Ni(CO)3L]. However, their attempt to eliminate mode–mode coupling
by manipulating the Hessian of calculated second energy derivatives failed to
remove the kinematic coupling between the CO stretching vibrations and other
vibrations, as was pointed out by Kalescky and co-workers in their local mode
study of Crabtree’s 66 nickel–tricarbonyl complexes. This work led for the first time
to decoupled, local CO stretching modes [145]. Setiawan and co-workers extended
the original set of 66 nickel–tricarbonyl complexes to a more comprehensive set of
181 nickel–tricarbonyl complexes [Ni(CO)3L], shown in Figs. 3 and 4, including
besides phosphine ligands also nitrogen and cyano, amines, arsines, stilbines,
bismuthines, boron compounds, carbonyl, thiocarbonyl, carbenes, water and ethers,
thioethers, haptic ligands, and anions [274].

In Fig. 5a, the normal mode frequencies ω(CO, A1) are correlated with the
corresponding local mode frequencies ωa(CO) for both experimental and calculated
frequencies. If the TEP would be without any coupling errors, i.e., the normal mode
ω(CO, A1) stretching frequencies would be completely local as assumed by Tolman,
all data points should be found along the dashed line, which defines mode-
decoupled, i.e., local TEP values. Instead data points (experimental, brown color;
calculated, green color, Fig. 5a) suggest more positive TEP values in particular with
decreasing local CO stretching frequency. In other words, a lower CO stretching
frequency does not necessarily indicate a stronger Ni–CO π-back bonding but a
larger mode–mode coupling. It also seems that the ω(CO, A1) stretching mode,
chosen by Tolman, does not necessarily reflect the total red shift of the CO stretching
as indicated in Fig. 1e–f. These findings hold for both measured and calculated TEP
values (CEPs) excluding that the harmonic approximation used for the CEPs causes
the deviation between normal and local mode frequencies.

The mode–mode coupling can also directly be assessed by the coupling frequen-
cies ωcoup(CO) shown in Fig. 5b as function of ωa(CO). They are defined as the
difference between the local mode frequency and the corresponding normal mode
frequency being connected via an ACS, i.e., ωcoup ¼ ω(λ ¼ 1) % ω(λ ¼ 0), which
reflects the changes in the local mode frequency ωa¼ (λ¼ 0) caused by mode–mode
coupling. Large coupling frequencies are obtained when the starting local mode
frequencies are close or identical (degeneracy caused by symmetry) and the mass
ratio of the vibrating atoms is comparable. The sum of local mode and coupling
frequency is always identical to the corresponding normal mode frequency. When
adding the sum of coupling frequencies to the sum of local mode frequencies, the
zero-point energy (ZPE) is recovered [85]. Fig. 5b suggests qualitatively an inverse
relationship between coupling frequencies and the local CO stretching frequencies,
i.e., a smaller CO stretching frequency ωa(CO) implies a larger mode–mode cou-
pling. Anionic ligands with strong σ- and/or π-donor capacity lead to the largest
errors as Ni–CO π-back bonding is connected with a change in the Ni–C bond and an
increased Ni–C and CO coupling. This means that for neutral and anionic ligands,
TEP errors of 40–100 cm%1 can be expected making the use of the uncorrected TEP
highly questionable. Overall more electronegative ligands lead to higher TEP errors,
whereas cationic ligands such as NO+ or HC+ give more reliable TEP values.

Detailed insight into mode–mode coupling can be obtained by two special
features of the local mode analysis, which allow the comprehensive analysis of a
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vibrational spectrum, (1) the adiabatic connection scheme (ACS) and (2) the decom-
position of each normal mode into local mode contributions, which will be discussed
in the following section for [Ni(CO)3F]

%, the complex with the largest coupling error
of 100 cm%1. Figure 6a shows how the three equivalent local vibrational CO modes
ωa(5,6,7) of [Ni(CO)3F]

% are transformed into the A1 normal mode ω18, i.e., the TEP
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Fig. 3 Schematic representation of the 181 ligands of [Ni(CO)3L] complexes investigated by
Setiawan and co-workers [274]: part 1. Reproduced from Ref. [274] with permission of the
American Chemical Society
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and into the two degenerate E normal modes ω16 and ω17 by switching on the masses
via the perturbation parameter λ. The three equivalent local mode frequencies
ωa(5,6,7) (λ ¼ 0) have a value of 2,019 cm%1 revealing a redshift of 225 cm%1

compared to the stretching frequency of carbon monoxide calculated at the same
level of theory. Fully switching on the masses (endpoint: λ ¼ 1) leads to a mass
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splitting of 81 cm%1 resulting in the ω18(A1) frequency of 2,118 cm%1 and the two
degenerate ω16, 17(E) frequencies of 2,037 cm%1. So the TEP is only redshifted by
116 cm%1 compared to carbon monoxide, in line with the finding that TEP values are
generally higher in value than their local mode counterparts. The lowering of the
local CO stretching frequency is the result of σ-donation and π-back donation
involving both eg and t2g symmetrical 3d(Ni) orbitals (see Fig. 1). By using the
normal A1-symmetrical CO stretching frequency as a bond strength descriptor, the
full amount of CO weakening cannot be correctly described, because of the mass-
dependent splitting of A1 and E-symmetrical modes. Figure 6a suggests that for [Ni
(CO)3F]

% , the degenerate ω16,17(E) frequencies would have been a better choice as
bond strength descriptors.

The ACS analysis can be complemented by a decomposition of the 18 normal
modes of [Ni(CO)3F]

% into local mode contributions, as shown in Fig. 6b and
Table 1. All CO stretching modes including the TEP couple to some extend with
the NiC stretching modes, leading to a non-negligible admixture of about 4%. In
summary, the local mode analysis is an essential tool for the quantification of mode–
mode coupling, which depends on the nature of the ML bond, the symmetry of the
complex, and its geometry. If for a given complex all Nvib normal vibrational
frequencies are known (measured or computed), one can easily determine the local
CO stretching frequencies and use these local, mode–mode coupling free frequen-
cies, which we have coined LTEPs [274] instead of the TEPs as ML bond strength
descriptors.

4.2 Correlation Between CO and ML Bonding

However, even if mode–mode coupling free LTEPs would be used, there is still an
important open question, i.e., does the CO stretching frequency reflect ML bonding
as assumed by Tolman? This question can be answered by comparing the local mode
CO force constants ka(CO) with the corresponding local NiL force constants ka(NiL)
(as shown in Fig. 7) for the set of 181 [NiCO3L] complexes [274]. Since (1) the local
constants are independent of the choice of the coordinates used to describe the
molecule under consideration and (2) they are directly linked to the intrinsic bond
strength, we will use local mode force constants instead of local mode frequencies
throughout the remainder of this work.

Clearly, there is no general relationship between ka(CO) and ka(NiL) for this large
set of [NiCO3L] complexes calling Tolman’s assumption into question. Subsets of
data points belonging to a well-defined type of ligand show rather qualitative
relationships, indicated by the different dashed blue lines in Fig. 7. This can be
seen as an extension of Kühl’s findings that for each transition metal complex with a
different metal, i.e., V, Cr, Mo, W, Mn, Fe, or Rh, a different relationship has to be
used [134]. The results presented in Fig. 7 show that even within the Ni–phosphine
complexes, there is no unique relationship. One has to distinguish between normal
trialkyl phosphines (purple filled dots in Fig. 7), phosphines with electronegative
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Fig. 6 Analysis of normal vibrational frequencies of [Ni(CO)3F]
% in terms of local vibrational

frequencies, calculated with M06/aug–cc–pVTZ [274]. (a) Adiabatic connection scheme (ACS) for
[Ni(CO)3F]

% showing how the three equivalent local vibrational CO modes ωa(5,6,7) are
transformed into the A1 normal mode ω18 and the two degenerate E normal modes ω16 and ω17

by switching on the masses via the perturbation parameter λ. (b) Decomposition of the 18 normal
vibrational modes of [Ni(CO)3F]

% into 18 local vibrational modes. Each of the 18 normal mode
vectors dμ is represented by a bar (mode numbers are given at the top of each bar, symmetry, and
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substituents, and those with bulky substituents (sterically hindered phosphines, open
black circles). It also has to be noted that while some of the relationships shown in
Fig. 7 show the right trend, i.e., a stronger NiL bond, leads to a weaker CO bond,
others predict an increase of the CO bond strength with increasing NiL bond
strength. This contradicts Tolman’s assumption that an increase of the electron
density at the metal atom leads to increased CO π-back donation leading to an
increased population of the CO anti-bonding π-orbital and a weakening of the CO
bond that can be identified by a lower CO stretching frequency.

Overall, the scattering of data point is too large to derive any reliable mode of
prediction. The obvious success of TEP studies reported in the literature is more a
result of restricting the studies to a smaller set of chemically similar complexes
(often <20). However, the comprehensive study of Setiawan and co-workers [274]
clearly reveals that a more general application of the TEP is rather questionable,
indicating that Tolman’s bonding model is oversimplified and cannot capture the full
complexity of ML bonding as shown in Fig. 1. Therefore, this bonding model has to

Table 1 Characterization of the 18 normal modes μ of [Ni(CO)3F]
% in terms of local mode

contributions, calculated at the M06/aug–cc–pVTZ level of theory

Mode Local mode contributions in percentage

18 63.9% (C3-O6, C4-O7), 32.0% 4.1% Ni-C
17 48.0% C3-O6, 48.0% C4-O7
16 64.0% C2-O5, 16.0% C4-O7, 16.0% C3-O6
15 33.9% Ni1-C2, 20.0% Ni1-C3-O6 (y), 19.9% Ni1-C4-O7 (y), 8.5% Ni1-C4, 8.5%

Ni1-C3
14 25.2% Ni1-C2-O5 (x), 22.6% Ni1-C3, 22.6% Ni1-C4, 11.5% (C2-Ni1-C3, C2-Ni1-C4),

6.9% Ni1-C3-O6 (y), 6.9% Ni1-C4-O7 (y)
13 53.0% (Ni1-C3-O6 (x), Ni1-C4-O7 (x)), 26.6% Ni1-C2-O5 (y)
12 55.9% Ni1-C2, 14.0% Ni1-C3, 14.0% Ni1-C4
11 38.7% Ni1-C4, 38.7% Ni1-C3, 6.8% Ni1-C2-O5 (x)
10 52.3% (Ni1-C3, Ni1-C4), 26.1% Ni1-C2, 16.7% Ni1-F8
9 91.0% Ni1-F8
8 36.0% Ni1-C2-O5 (y), 18.0% (Ni1-C3-O6 (x), Ni1-C4-O7 (x)), 11.8% Ni1-C2, 8.6%

Ni1-C3-O6 (y), 8.5% Ni1-C4-O7 (y), 6.7% F8-Ni1-C2
7 29.0% Ni1-C3-O6 (x), 29.0% Ni1-C4-O7 (x), 19.1% (Ni1-C3, Ni1-C4), 10.7%

(F8-Ni1-C3, F8-Ni1-C4), 8.7% Ni1-C2-O5 (x)
6 33.9% Ni1-C2-O5 (x), 33.2% Ni1-C3-O6 (y), 33.0% Ni1-C4-O7 (y)
5 26.8% F8-Ni1-C2, 14.6% Ni1-C4-O7 (y), 14.5% Ni1-C3-O6 (y), 13.6% Ni1-C2-O5 (y),

13.3% (F8-Ni1-C3, F8-Ni1-C4)
4 36.6% (F8-Ni1-C3, F8-Ni1-C4), 23.2% (C2-Ni1-C3, C2-Ni1-C4), 18.5% (Ni1-C3-O6

(x), Ni1-C4-O7 (x)), 15.6% Ni1-C2-O5 (x)
3 36.4% (Ni1-C3-O6 (x), Ni1-C4-O7 (x)), 18.5% Ni1-C2-O5 (y), 17.1% (C2-Ni1-C3,

C2-Ni1-C4), 16.4% (F8-Ni1-C3, F8-Ni1-C4), 8.4% F8-Ni1-C2
2 28.4% F8-Ni1-C2, 14.8% Ni1-C2-O5 (y), 14.5% (F8-Ni1-C3, F8-Ni1-C4), 8.2%

C2-Ni1-C4, 8.2% C2-Ni1-C3, 7.3% Ni1-C4-O7 (y), 7.3% Ni1-C3-O6 (y)
1 35.1% (C2-Ni1-C3, C2-Ni1-C4), 30.3% (F8-Ni1-C3, F8-Ni1-C4), 15.9% (Ni1-C3-O6

(x), Ni1-C4-O7 (x)), 8.8% Ni1-C2-O5 (x)

The numbering of atoms is given in Fig. 6
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be strongly revised to capture the true electronic coupling between ML and CO bond
strengths. Of course one has to say in Tolman’s defense that he chose the A1

symmetrical CO stretching frequency for practical reasons, because it could be
easily measured in the 1960s and 1970s in nearly all cases, while at that time there
was no access to the low-frequency ML vibrations.

5 The Metal–Ligand Electronic Parameter (MLEP)

In view of the recent advances in terahertz spectroscopy [277–280] or depolarized
Raman scattering [281, 282], far-infrared absorptions down to 40 cm%1 can be
measured nowadays. Therefore, there is no longer a problem to measure ML
stretching frequencies. For example, the NiL stretching frequencies of the set of
181 [NiCO3L] complexes range from 100 cm%1 for L¼ N(C6F5)3 to 1,600 cm

%1 for
L ¼ H [274]. Also the calculation of reliable vibrational frequencies even for larger
systems has become feasible and more or less routine with today’s computer
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Fig. 7 There is no general relationship between the TEP and the intrinsic ML bond strength
[274]. Some possible relationships are indicated by dashed blue lines. Each group of ligands is
indicated by a colored symbol: NI, nitrogen and cyano; N, amines; NS, amines with steric
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bismuthines with steric hindrance; B, boron compounds; C, carbonyl, thiocarbonyl; CA, carbenes;
CR, Arduengo carbenes; O, water and ethers; S, thioethers; η, haptic ligands; X, halogens; BQ,
boron anions; CQ, carbanions; CW, carbocations; NQ, nitronium anions; NW, nitronium cations;
OQ, hydroxides; SiQ, silicon anions; SiW, silicon cations; PQ, phosphonium anions; SQ,
thiohydrides. Calculated with M06/aug-cc-pVTZ. Reproduced from Ref. [131] with permission
of the Royal Society of Chemistry
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hardware and advanced quantum chemical software [283–285]. This has opened the
avenue for assessing the ML bond strength directly from the analysis of the ML bond
without making a detour around the CO bonds. The local mode stretching force
constant ka(ML) provides the perfect tool, which can be derived from experimental
and/or calculated normal vibrational frequencies.

5.1 Relative Bond Strength Order (BSO)

Once the local ML stretching force constants ka(ML) have been determined, one can
simplify their comparison by translating the force constants into bond strength orders
(BSO) n; most chemists are more acquainted with [75, 246, 259, 286]. This can be
accomplished with Kraka, Larsson, and Cremer’s extension of the Badger rule
[246, 287], which states that the strength of a bond correlates with the frequency
of its vibrational mode and vice versa in a form of a power relationship. Badger’s
original rule was derived for diatomic molecules using the bond length as measure of
bond strength [287]. Kraka, Larsson, and Cremer showed that utilizing local
stretching force constants and replacing bond lengths by BSO n values, the Badger
rule can be generalized and in this way applied to the bonds of polyatomic molecules
including different bonds between atoms of the same period. This has led to the
power relationship shown in Eq. 13, transforming local mode stretching force
constants into BSO n values to be used as more convenient bond strength descrip-
tors, i.e., instead of defining the MLEP as the local mode stretching force constant
ka(ML), one can also define the MLEP as the BSO n(ML).

BSO n ¼ a kað Þb ð13Þ

The constants a and b in Eq. 13 can be determined via two reference compounds
with known ka values and the requirement that for a zero force constant ka the
corresponding BSO n value is also zero. Reference molecules and target molecules
should be described with the same model chemistry (i.e., method/basis set) to
guarantee that the BSO n values compare well.

It is straightforward to identify reference compounds for most covalent bonds
being composed of main group atoms; e.g., for CC bonds, one can take the single
bond in ethane and the double bond in ethylene with BSO n values of 1 and
2, respectively [286]. However, it is more difficult to find suitable reference bonds
for non-covalent and/or transition metal bonds, which we solved in recent work
[131, 274] by referring to Mayer or Wiberg bond orders [288, 289]. In the case of the
ML bond in [Ni(CO)3L] complexes, we used as suitable reference bonds the CuC
bond of CuCH3 as a bond close to a single bond and the NiC bond in NiCH2 close to
a double bond. To quantify the single and double bond character, Mayer bond orders
for these molecules were calculated to be n(Mayer,CuC) ¼ 0.848 and n(Mayer,
NiC)¼ 1.618, which corresponds to a ratio of 1.00:1.908. Utilizing the scaled Mayer
bond orders of 1 for the CuC bond of CuCH3 and 1.908 for the NiC bond in NiCH2,

Characterizing the Metal–Ligand Bond Strength via Vibrational Spectroscopy:. . .



constants a ¼ 0.480 and b ¼ 0.984 were obtained for Eq. 13 (calculated at the
M06/aug-cc-pVTZ level of theory) leading to the BSO n(NiL) values shown in
Fig. 8 [131, 274]. There is a noticeable spread of BSO n values including very weak
NiL bonds with almost zero bond order and very strong NiL bonds with bond orders
of almost 2.5. This shows that the set of 181 [Ni(CO)3L] complexes was well
chosen, covering the breadth of possible NiL bonds. In the following, we will
analyze the MLEPs represented by the BSO n(NiL) values for some groups of
closely related ligands separately to highlight those electronic factors, which either
increase or decrease the intrinsic NiL bond strength. A full report of this discussion
can be found in Ref. [274].

5.2 Intrinsic Strength of Nickel–Phosphine Bonding

In Fig. 9, the BSO n values of 20 phosphines are compared including both normal
trialkyl phosphines, phosphines with electronegative substituents, and those with
bulky substituents. The BSO n values vary from 0.38 to 0.64, thus indicating that
nickel–phosphine bonding is a relative soft bonding, resulting primarily from the σ-
donor capacity of the phosphine that increases the number of Ni valence electrons to
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18. As the H atoms in phosphine PH3 are more electronegative than P, the σ-donor
capacity of phosphine is reduced, and a BSO n value of just 0.43 results.

If the σ-donor capacity of the phosphine ligand is further reduced by electroneg-
ative substituents, the BSO n should become smaller. However, Fig. 9 reveals that
the BSO n values of the Ni–P bond increase in the order
PAt3 < PI3 < PH3 < PBr3 < PCl3 < PF3. For L ¼ PF3, one of the largest BSO
n values (0.604) is found [274]. σ-bonding should increase from F (electronegativity
χ ¼ 4.10 [290, 291]) to Cl(2.83), Br(2.74), H(2.20) ' I(2.21), and At(1.90), i.e.,
opposite to the observed trend. Obviously, there must be another effect, i.e., π-back
donation, to the trihalogenophosphine, decisively overruling σ-donation.

This can be explained by considering that PF3 has low-lying pseudo-π⋆(PF3)
orbitals that can obtain negative charge from the Ni 3d-lone pair orbital, as shown in
Fig. 1f, so that the Ni–P bond is strengthened despite the reduced σ-donor ability of
PF3. Delocalization of the Ni 3d-lone pair into a low-lying pseudo-π⋆(PX3) orbital
decreases with the electronegativity of X from F to At as the energy of the pseudo-
π⋆(PX3) orbital (X ¼ F, Cl, Br, I, At) increases, and the overlap between the Ni
3d-orbital involved and the 3pπ(P)-orbital contributing to the π⋆(PX3) orbital
decreases. The 3pπ(P) coefficient of the π⋆(PX3) orbital is large if the PX bond
polarity is large, i.e., larger electronegativity of X implies larger overlap, stronger
back donation to the ligand, and thereby a stronger Ni–P bond. Hence, back donation
to L decreases in the series F, Cl, Br, H' I, At. One has to also consider a possible π-
donor activity of the ligand involving an occupied pseudo-π orbital, as shown in
Fig. 1e, provided the orbital energy is in the range of that of the Ni 3d-orbital leading
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to sufficient overlap. Apart from that, 4e repulsive interaction with the occupied Ni
3d-orbitals is also possible.

Other effects such as steric bulk (increasing from PH3 to PAt3 and thereby
weakening the Ni–L bond) or the relativistic contraction of the 5s(I),5p(I) or 6s
(At),6p(At) orbitals, which leads to a smaller 3pπ(P) coefficient in the pseudo-
π⋆(PX3) orbital and reduced back donation from Ni to L, also play a role. These
effects cannot be captured by the TEP, which decreases from 2,140 (PF3) to 2,135
(PCl3), 2,133 (PBr3), 2,129 (PI3), and 2,127 cm%1 (PAt3), thus suggesting an
increase rather than decrease of the Ni–L bond strength. The unusually strong Ni–
P bond for the PF2H ligand (BSO n ¼ 0.638, Fig. 9) is the result of a favorable
compromise between a limited weakening of the σ-donation effect due to just two
electronegative F substituents and still strong π-back donation into the pseudo-
π⋆(PHF2) orbitals.

5.3 Special Role of Carbene Ligands

A prominent example of the increasing popularity of the TEP has been its application
to transition metal complexes containing as ligand an N-heterocyclic carbene (NHC)
[135, 137, 292, 293]. In recent reviews on N-heterocyclic carbene (NHC), Nelson
and Nolan [294] and Dröge and Glorius [295, 296] discussed the TEP as a tool for
experimentalists who investigate the electronic properties of metal–NHC complexes.
For the purpose of studying the bonding properties of NHC ligands, usually the cis-
[MCl(CO)2 (NHC)] M ¼ Rh, Ir model complexes are synthesized, because of the
toxicity of the corresponding [Ni(CO)3 (NHC)] complexes [294–297]. Using linear
regression schemes proposed by Dröge and Glorius [296], TEP values obtained from
different metal complexes can be correlated. This has led to a large compilation of
TEP data for hundreds of NHC ligands, all using the same TEP scale. TEP values for
NHCs generally stretch from 2,030 cm%1 for electron-rich NHCs to 2,060 cm%1 for
electron-poor NHCs [294–296]. This seems to be a small range of TEP values,
considering the large variety and complexity of NHC compounds stretching from
NHCs with extended poly-aromatic substituents [176]; planar chiral
imidazopyridinium-based NHCs, which can function as Lewis acids and ligands
for transition metal complexes [185], nano-sized Janus bis-NHC ligands based on a
quinoxalinophenanthrophenazine core [298], and NHCs with O-functionalized
triazole backbones [299] and to cyclic alkyl amino carbenes as strongly donating
ligands at the lower end of the NHC-TEP scale [183].

Singlet carbenes possess a lone pair for σ-donation and an empty pπ-orbital for
accepting negative charge from Ni. As shown in Fig. 1c, d, the full effect of these
interactions cannot be captured by the TEP focusing just on the CO bonds. However,
the data shown in Fig. 10 reveals that the BSO n(ML) recover the full effect. The
BSO value of L ¼ CH2 is with 1.229 the largest of all neutral ligands included in the
set of 181 [Ni(CO)3L] complexes. Replacement of the H atoms by hyperconjugative
or π-donor substituents R¼ R0 leads to a reduction of the NiC bond strength: R¼CH2

group (vinylidene; 1.142), Me (0.900), Cl (0.907), F (0.885), OMe (0.653), NH2
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(0.608), and NMe2 (0.488). Bulky groups lower the BSO value effectively because
of the relatively small NiC bond length (1.9–2.0 Å). Noteworthy is that the CO and
CS ligand lead to BSO values of 0.811 and 1.062. They are comparable in their NiC
bond strength to that of substituted carbenes. Arduengo-type carbenes, which can
form a delocalized 6π-system, withdraw negative charge from Ni, thus increasing
the strength of the Ni–C bond. For five-membered rings with O atoms in α-position,
the withdrawal is stronger (BSO n ¼ 0.674 for CR5, Fig. 10) than for those with N
atoms (BSO n¼ 0.599 for CR1, Fig. 10). It is interesting to note that the comparison
of ka(CO) and ka(NiC) values for Arduengo carbenes shown in Fig. 7 suggests a
reverse rather than inverse CO–NiC relationship for this group of ligands. This
explains the reported failures of describing MC bonding of Arduengo carbenes on
the basis of the TEP [139, 177, 218, 220, 300–303].

5.4 Ionic Ligands

As shown in Fig. 11, the methylidyne cation CH+, which has a σ-lone pair and two
empty pπ-orbitals for back donation has the strongest NiL bond (BSO n ¼ 2.373) of
all 181 [Ni(CO)3L] complexes investigated by Setiawan and co-workers [274].

In comparison, the methyl cation has a BSO n of just 0.720 and the t-butyl cation
an even smaller BSO n value of 0.409. In the first case, the lowering of the BSO
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value is due to the missing σ-lone pair electrons whereas in the second case, the steric
bulk of the ligand hinders the acceptance of negative charge from Ni.

Compared to the cationic ligands, variation of the BSO n values of the anionic
ligands is much smaller. The halogenide anion X% shows some interesting trends.
Unexpectedly, the NiF bond strength is larger than that of all other halogenide anions
(BSO n¼ 0.583) despite a small NiF distance R(NiF) of 1.991 Å, which should lead
to destabilization because of lone pair–lone pair repulsion between Ni and F%. If lone
pair–lone pair repulsion is absent as in the case of the hydride anion, the BSO n value
increases to 0.669 (R ¼ 1.579 Å) [274]. The large BSO n(NiF%) value is obviously
due to the delocalization of F% lone pair electrons. In the case of halogenide ligands
with higher atomic numbers, delocalization into an empty Ni valence orbital is
reduced because of smaller overlap and a raise in the lp(X) orbital energy. BSO
n values for ligands of carbanionic character vary between 0.526 (CMe3

%) and 0.714
(HCC%), where steric interactions cause a decrease in the NiC bond strength. Amide
and phosphide anions lead to less strongly bonded [Ni(CO)3L] complexes (see
Fig. 11). Noteworthy is that PF2

% is the most strongly bonded phosphide anion
ligand, which again underlines the important role of π-back donation from a Ni
3d-orbital into the pseudo-π⋆(PF2)-orbital.
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5.5 Generalization of the MLEP

With a few exceptions, the TEP has been limited to the description of transition
metal–carbonyl complexes. In contrast, the MLEP can be determined for any ML
bond of any metal or transition metal complex, whether it contains CO ligands or
not. In this way, the MLEP provides a unique measure of the intrinsic strength of any
metal and/or transition metal bond including metal and transition metal atoms across
the periodic table. In the following section, we will present two recent examples.

MLEP for Fe–H Interactions Makoś and co-workers investigated the strength of
the H% and H2 interaction with the Fe atom of a [NiFe] hydrogenase mimic and how
this interaction can be modulated by changing the Fe ligand in trans position relative
to H% and H2 [262]. 17 different ligands were investigated at the BP86 level of
theory [304, 305] using the cc-pVTZ basis set [276, 306]. The investigation included
σ-donor ligands such as CH3

%, C2H5
%, NH3, and H2O, π%donor ligands such as

Cl%, F%, and OH%, and σ-donor/π–acceptor ligands such as CN% and CO as shown
in Fig. 12a. According to the comprehensive local mode analysis performed in this
work, Fe–H interactions are strengthened by σ-donor or π-donor ligands and weak-
ened by σ-donor/π-acceptor ligands. In contrast, the H–H bond of H2 in complexes
B is weakened by σ-donor or π-donor ligands and strengthened by
σ-donor/π-acceptor ligands.

A new metal–ligand electronic parameter (MLEP) for Fe–H ligands was devel-
oped in this work, which can be generally applied to evaluate the Fe–H bond strength
in iron complexes and iron hydrides. For the underlying Fe–H power relationship,
the low-spin complex [Fe(CO)5] was used, in which one axial CO ligand was
replaced by H2 (reference 1) and by H% (reference 2), respectively. The C3v

symmetric [Fe(CO)4H] complex led to a ka(F–H) value of 1.954 mDyn/Å, and the
Cs symmetric [Fe(CO)4H2] complex led to a ka(F–H) value of 1.024 mDyn/Å. As
BSO n values for these two references, the corresponding Mayer bond orders [289] n
(Mayer) 0.6454 and n(Mayer) 0.4775 were used, respectively. This led to the
constants a ¼ 0.47225 and b ¼ 0.46630:

BSO n Fe% Hð Þ ¼ 0:47225 kað Þ0:46630 ð14Þ

In Fig. 12b, the MLEP(Fe–H) defined as BSO n(FeH) is shown for the 55 Fe–H
bonds of complexes A1–A17 and complexes B1–B17, FeH and FeH2, together with
the two reference compounds [Fe(CO)4H2] and [Fe(CO)4H] [262]. MLEP values
stretch over a range of 0.478 to 0.645 revealing that Fe–Ha bonds are generally
weaker than Fe–Hb bonds in complexes A1–A17 and that the Fe–H hydride bonds in
complexes B1–B17 are stronger than their complex A counterparts. As a first proof
for the general applicability of the MLEP(Fe–H), Fig. 12b also includes two iron
hydrides, the high-spin FeH2 molecule, the only transition metal dihydride, which
has been detected so far in the gas phase [307] with Fe–H bonds in the medium
strong range, and the diatomic FeH molecule, one of the few molecules found in the
Sun [308, 309]. FeH has been extensively studied by DeYonker and Allen
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[309]. The Fe–H bond of the lowest-lying X4Δ state of the FeH molecule is as strong
as the Fe–H bond in complex B17.

The results of Makoś and co-workers form a valuable basis for future [NiFe]
hydrogenase-based catalyst design and fine-tuning, as well as for the development of
efficient biomimetic catalysts for H2 generation. Work is in progress to extend these
studies to other Fe–H complexes of interest in catalysis [310–312] and as functional
materials [313].

MLEP for Au–Au and Au–Zn Bonds in Gold Clusters The second example
concerns the extension of the MLEP to characterize M–M bonds in gold clusters. Li,
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complexes A and B and the corresponding ligands (L) investigated. (b) BSO n(FeH) values as a
function of the corresponding local ka(FeH) stretching force constants. Regions of weak, medium,
and strong Fe–H bonds are indicated by colored shading. Fe–H bonds in compounds B1–B17 as
defined in Fig. 12a are shown as green squares, Fe–Ha bonds of complexes A1–A17 are shown as
light blue, and Fe–Hb bonds are shown as red dots. The two reference compounds, Ref 1 and Ref
2, are shown in blue color and the corresponding BSO n values as dark blue dots; FeH and FeH2 are
shown in orange color and the corresponding BSO n values as orange diamonds
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Oliveira, and co-workers investigated the stability of small Aum (m ¼ 4–7) clusters
including also two isoelectronic Au/Zn clusters, shown in Fig. 13, by analyzing their
energetic, geometric, vibrational, magnetic, and electron density properties. This work
led to a quantitative assessment of aromaticity and antiaromaticity based on local
vibrational Au–Au and Au–Zn force constants, which led to a new understanding of
the structure and stability of polycyclic gold clusters applying a new equivalent of
Clar’s Aromaticity Rule [273] based on local vibrational force constants [271, 272].

In the following section, we will focus on the characterization of the intrinsic Au–
Au and Au–Zn bond strength determined by local mode force constants ka(Au–Au)
and ka(Au–Zn), showing that the MLEP is a sensitive tool to differentiate between
inner and peripheral bonds in clusters [272].

As suitable references for the corresponding BSO n values, the Au2 dimer and the
three-ring Au3

+ were chosen. For the B3LYP level of theory [314] using the
LANL2DZ basis set [315–317], ka values of 1.567 and 0.833 mdyn/Å were obtained
for the Au2 dimer and the three-ring Au3

+ and Mayer bond orders [289] of 0.610 and
1.032, respectively, leading to the power relationship shown in Eq. 15:

BSO n ¼ 0:724 kað Þ0:941 ð15Þ

The corresponding BSO n (Au–Au) and (Au–Zn) values are shown in Fig. 14 as a
function of the Au–Au and Au–Zn local stretching force constants. As revealed by
the data in Fig. 14, the strongest Au–Au bond is found for open form of Au4 with
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Fig. 13 Gold clusters investigated by Li, Oliveira, and co-workers [272]
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(C2v) symmetry, and the weakest Au–Au bond is located inside the Au7 cluster. This
is in line with the comprehensive orbital and electron density analysis of Li, Oliveira,
and co-workers [272]. They found that for the small Aum clusters, a distorted three-
ring is always possible if three-dimensional clusters are avoided. The use of three
rings as building blocks leads to a steep increase in the number of bonding interac-
tions that require electron-deficient bonding. This in turn enforces electron sharing
between the three rings and a move of negative charge from the more central three
rings to the peripheral three rings, so that the latter can adopt 3c–2e units of larger
stability with relatively strong bonding on the outside and weak (electron-deficient)
Au–Au bonds on the inside. This is reflected by the local stretching force constants
and the associated BSO values, which can serve as a basis to predict the stability of
larger gold clusters, which no longer might prefer a planar structure. It is important to
consider, besides Clar’s Rule for three rings [273], the stabilization via peripheral
electron delocalization and the avoidance of other highly destabilized subunits such
as the tetracyclic and bicyclic Au4 or the hexacyclic Au6. Work is in progress to
provide a general rationale for the stability of larger gold clusters based on local Au–
Au and Au–Zn force constants.

These two examples clearly show that the MLEP is a powerful tool to discuss the
bond strength of ML bonds and beyond.
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Fig. 14 BSO n(Au–Au) and BSO n(Au–Zn) values as a function of the corresponding local
ka(Au–Au) and ka(Au–Zn) stretching force constants. Regions of weak and medium bonds are
indicated by colored shading. Au–Au bonds are shown as dots, Au–Zn bonds as yellow squares.
The two clusters with the weakest and the strongest Au–Au bond are shown. The two reference
compounds Au2 dimer (Ref 1) and the three-ring Au3

+ (Ref 2) are shown in blue color and the
corresponding BSO n values as blue dots. Calculated at the B3LYP/LANL2DZ level of theory
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6 Conclusion and Outlook

The idea of inventing a simple spectroscopic means in a form of the symmetric CO
stretching frequency (TEP) to describe the metal–ligand bond was appealing as it
could be used to single out those ligands that can be easily replaced in the course of a
catalytic reaction. This was an important step forward at a time where only CO but
not ML stretching frequencies were accessible to vibrational spectroscopy. How-
ever, there are three fundamental problems that make the TEP questionable, which
may be even a misleading parameter: (1) As shown in this article, the A1 symmetric
CO stretching frequency does not describe all aspects of the complex ML interac-
tions, reflected by a redshift which is too low. (2) There is mode–mode coupling
between CO and MC stretching vibrations that leads to coupling errors in the range
of (20–200 cm%1) [131, 274], which can be larger than the variation in the TEPs
caused by different ligands L. (3) The relationship between ML bond strength and
TEP, considered by Tolman as a key electronic feature of transition metal–carbonyl
complexes (CO)nMLm, is generally neither quantitatively nor qualitatively fulfilled,
because the electronic ML bonding mechanism is much more complex than
described by the TEP [130]. This leads to the following conclusions:

1. The basic idea of Tolman was and still is a valuable one. Vibrational spectros-
copy, in the form of infrared, Raman, or the more modern terahertz spectroscopy,
provides sensitive tools to describe the electronic structure of any transition metal
complex or any catalyst in general. However, there is no longer a need to refer to
the CO stretching vibration, since one can access nowadays the ML stretching
vibration directly. There is only the necessity to convert measured normal mode
frequencies into local mode frequencies and then derive all other local mode
properties needed, especially the local stretching force constants that reflect in a
universal way the intrinsic strength of any bond.

2. The local stretching force constants ka(ML) can be easily converted into bond
strength orders (BSO) n, which provide a useful ordering of chemical bonds
according to their strength. If the BSO n is used as MLEP instead of ka(ML),
MLEP values can be easily compared from one ML bond type to the other. This
procedure can be carried out with measured or calculated data, where in the
former case a conversion from normal mode into local mode frequencies can be
carried out using the procedure of Cremer and co-workers [76]. In addition,
chemically meaningful reference molecules with known BSO n have to be
utilized in order to determine the BSO n values from a power relationship. As
shown in this work, Mayer bond orders are the best choice for metals and
transition metals.

3. The MLEP covers all electronic effects of ML bonding including steric effects.
Therefore, no Tolman cone angle is needed. However, steric effects can be
isolated via local bending force constants and corresponding bending orders.

We are currently compiling a library of MLEP values for ML bonds across the
periodic table, some of which are summarized in the Appendix. Work is also in
progress to release of first open-source version of the local mode analysis program.
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Appendix The appendix contains a compilation of local mode force constants ka(ML) in mdyn/Å
(blue color) and corresponding local mode frequencies ωa in cm%1 (red color) for a series of metal/
transition metal complexes, which are part of the MLEP library currently under construction. For Cr
and some Ti complexes also, the ka(M. . .π) and corresponding local mode frequencies ωa(M. . .π) are
given, which can be calculated by using curvilinear coordinates (Figs. 15 , 16 , and 17).

Fig. 15 Extract from the MLEP library, part 1
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Fig. 16 Extract from the MLEP library, part 2
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