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‡Department of Chemistry, Southern Methodist University, 3215 Daniel Avenue, Dallas, Texas 75275-0314, United States

*S Supporting Information

ABSTRACT: To better understand why hypervalent F, O, N,
C, and B compounds are rarely stable, we carried out a
systematic study of 28 systems, including anionic, cationic, and
neutral molecules, held together by covalent, hypervalent, and
noncovalent bonds. Molecular geometries, frequencies, atomic
charges, electrostatic potentials, energy and electron densities,
Mayer bond orders, local stretching force constants, and bond
strength orders (BSOs) were derived from high accuracy
CCSD(T) calculations and utilized to compare the strength and
nature of hypervalent bonds with other types of bonds. All
hypervalent molecules studied in this work were found to be
either first-order transition states or unstable to dissociation,
with F3

− and OF3
− as the only exceptions. For several systems, we

found that a weak noncovalent bonded complex is more stable than a hypervalent one, due to the high energetic cost to
accommodate an extra ligand, which can surpass the stability gained by 3c−4e bonding.

■ INTRODUCTION

There are significant differences between the chemistry of first
row main elements and the heavier main elements.1,2 Perhaps
the most remarkable ones are (i) the capability of first row
elements to form π double bonds and triple bonds of
comparable strength to σ bonds3 and (ii) that they are
unlikely to form hypervalent species. The strong π bonds
formed by first row elements are attribute to spn (n = 1, 2)
hybridization, which is more effective for first row atoms due to
the similar extension of their 2s and 2p valence orbitals.4 The
unlikeliness of first row elements to form stable hypervalent
species is not fully understood yet, so far being attributed to
the small size of these elements,5,6 low polarizability, and/or
high first and second ionization potentials.7

Even though there is a limited number of experimentally
observed hypervalent/hypercoordinate first row molecules,8−15

and few others predicted to be stable on the basis of theoretical
studies but not observed yet,16−21 these molecules may have a
great impact in chemistry. Their unusual electronic structure
might not only enrich our fundamental understanding of the
chemical bond, providing a connection between noncovalent
and covalent bonding,22−25 but could also have important
practical implications, such as in material science, on the
design of fluorinating agents,26 nanowires,18 two-dimensional
materials,17,27,28 and supramolecular fluoride receptors.13 Not
only stable molecules but also unstable first-order TS involving
hypervalent first row molecules are of interest. The best
example is the commonly found pentacoordinated carbon in
the transition state (TS) of bimolecular substitution reactions

(SN2).
29−31 A better understanding of the bonding mechanism

in these TS structures could help to improve the selectivity
and/or to reduce the activation energy of these reactions.
The term hypervalent was coined by Musher32 to describe

all molecules and ions formed by elements from groups 15−18
of the periodic table that cannot be described by a single Lewis
representation without violating the valence octet rule,33 i.e.,
more than four electron pairs are assigned to the center atom.
An early hypothesis for the bonding mechanism in hypervalent
molecules34,35 suggested an extension of the octet rule via the
formation of hybrid spmdn orbitals. However, this hypothesis
could not be conciliated with (i) the high energy required to
promote electrons to the lowest empty d orbital of main
elements, such as for P and S; (ii) the incompatible extension
of the d orbital compared to valence s and p orbitals of main
elements; and (iii) the low occupancy of d orbitals observed in
several different hypervalent molecules (for a detailed
discussion see refs 36−38).
A well accepted and frequently used alternative explanation

for bonding in electron-rich hypervalent molecules excluding
d-orbital participation was provided by Musher32 based on the
Rundle−Pimentel three-center four-electron (3c−4e) molec-
ular orbital (MO) bond model.39,40 Taking F3

− as an example,
the linear combination of the pz orbitals of the three linearly
aligned F atoms leads to a set of three molecular orbitals, i.e., a
totally bonding, a nonbonding, and an antibonding orbital.
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Only the bonding and nonbonding orbitals are occupied,
leading to a fractional bond order of 0.5 for each FF bond. The
combination of px and py valence orbitals leads to two analog
sets of three π molecular orbitals, but in this case, all of them
are occupied. Therefore, there is no π-bonding contribution.
This model does not imply an extension of the octet at the
center atom, since the exceeding two electrons are assigned to
a nonbonding orbital located at the ligands. Recent studies41,42

based on X-ray diffraction data and theoretical calculations
have attributed eight or less valence electrons to the central
atom of SO4

2− and PO4
3−. The polarity of the SO and PO were

considered to be essential for the nonextension of the octet of
S and P. Munzarova ́ and Hoffmann showed that the Rundle−
Pimental model can be improved by considering s,p orbital
mixing.43

An equivalent explanation based on the valence bond (VB)
resonance model was given by Coulson35 for the hypervalent
bond in XeF2. Out of six VB structures found, the resonance
between F−···+XeF and FXe+···F− was considered to play the
most important role in stabilizing XeF2. In contrast, the charge-
shift bonding model attributes the stabilization of 3c−4e
bonding not to the sum of individual VB structure
contributions but to the resonance energy that arises from

the mixing of ionic and covalent structures.38,44 Another VB
model, the recoupled-pair bond model,45,46 describes hyper-
valent bond formation as a two-step process. In the first step, a
lone pair of the center atom is decoupled into a biradical. In
the second step, these two electrons can recouple with an
electron from one ligand forming a recoupled pair bond (a
weak 2c−3e bond) or two ligands in a recoupled pair dyad
(analog to the 3c−4e bond). The balance between the
energetic cost associated with the decoupling and the energetic
gain with the recoupling process is used to explain why
hypervalent bonds are mostly observed for center atoms of the
second and later rows combined with electronegative ligands
but rarely found for first-row center atoms. Steric constraints
are also considered to play a major role. For example,
according to Bickelhaupt and co-workers’ ball-in-a-box
model,6,31 the D3h hypervalent (Cl−SiH3−Cl)− is stable
because Si fits perfectly inside the box determined by the
mutual steric repulsion between Cl and H ligands, whereas C is
too small and cannot bind well to all five ligands
simultaneously. Thus, hypervalent (Cl−CH3−Cl)− deforms
into the noncovalent ClCH3···Cl

− complex to gain stability.
Landrum et al.22 utilized the Rundle−Pimentel 3c−4e bond
model and a donor−acceptor model to trace a connection

Figure 1. Schematic presentation of the geometries of complexes 1−28 with selected color coded NPA atomic charges obtained from CCSD(T)/
aug-cc-pVTZ response density.
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between hypervalent bonds and strong hydrogen bonds.
Recent studies do also propose a connection between
hypervalent bonds and halogen23−25 or tetrel bonds.6,47

Theoretical studies of first-row hypervalent molecules have
usually been restricted (but not limited48) to the analysis of
geometric parameters,6,30,49,50 chemical shifts,8 atomic charges
and natural bond orbitals (NBOs),37,51−53 dissociation
energies and their decomposition into model dependent
terms,6,21,22,29,49,54,55 and topological analysis of the electron
density.51,56 These studies predominantly focused on the
analysis of a limited number of similar systems, (e.g.,
pentacoordinate carbon or boron) or on explaining the
energetic barrier of SN2 reactions involving pentacoordinate
carbon,6,29,30,48,54,57 investigating the viability of new mole-
cules11,16,20,21,49,50 such as NF5 and NF6

−, or verifying the
existence of hypervalent bonds based on interatomic distance
or topological parameter at the density critical point of a
bond.8,11,51,53,56 However, so far, a systematic study on the
strength of hypervalent bonds in the series F, O, N, C, and B
considering ionic and neutral hyperfluorinated molecules is still
missing. Such a study could provide for the first time a general
explanation for the low stability of 3c−4e hypervalent bonds in
first-row elements and improve our understanding of the
relationship between noncovalent and hypervalent bonds.
To fill this gap, we combined state of the art coupled cluster

calculations with a bond strength analysis based on vibrational
spectroscopy. As discussed in previous papers,58−60 the local
mode force constant of a stretching vibration provides a unique
way to probe the strength of a bond without breaking it (i.e.,
the electronic structure is preserved). Normal mode force
constants derived from normal vibrational modes are not
suitable for this purpose due to their delocalized nature, caused
by mode coupling.61,62 To solve this problem Konkoli and
Cremer63 solved a mass-decoupled analog of the Wilson
equation, leading to local vibrational modes free of mass and
electronic coupling. The local stretching force constant ka(AB)
associated with a bond AB provides an ideal measure of its
intrinsic strength, successfully employed so far in more than 35
papers involving covalent, noncovalent bonds (see refs 64 and
65 and references therein), and hypervalent bonded systems.24

In the present study, local stretching force constants were
utilized to assess the intrinsic bond strength of hypervalent
bonding. The quantitative analysis of the hypervalent bond
strength was complemented by the analysis of reaction
energetics, atomic charges, and topological parameters of the
electron and energy density, to provide an answer for the
following questions:
(i) Are there any experimentally observable hyperfluorinated

first row molecules besides F3
−?

(ii) What parameters can we use to distinguish hypervalent
first-row molecules from hypercoordinate molecules (mole-
cules in which the extra contacts are due to noncovalent
interactions)?
(iii) How strong can a hypervalent bond involving first-row

atoms be compared to covalent and noncovalent bonds?
(iv) What is the nature of these hypervalent bonds? Is there

any similarity to a covalent bond?
(v) What strategy can be applied to obtain hypercoordinate

C, N, O compounds?
To make the distinction between hypervalent and hyper-

coordinated molecules66 as simple as possible, we will use in
the following the term hypervalent whenever 3c−4e bonds are
well characterized in terms of geometry, orbital analysis, bond

strength, and topological parameters of the electron density,
whereas the term hypercoordinated will be used to denote
noncovalently bonded complexes.

■ COMPUTATIONAL METHODS
The geometries of molecules 1−28 (shown in Figure 1) were fully
optimized at the coupled cluster level utilizing CCSD(T)67 (all-order
single, double, and perturbative triple excitations are included). A
frozen-core approximation was used in all calculations; i.e., 1s core−
electrons of B, C, N, O, and F and 1s, 2s, 2p core electrons of Cl were
kept uncorrelated. This method was combined with Dunning
augmented triple-ζ basis set aug-cc-pVTZ,68−70 which contains
diffuse basis functions to describe the charge distribution of anions
and dispersion in noncovalent interactions. A negative vertical
detachment energy (VDE) may arise due to an insufficient set of
diffuse functions.71 Therefore, the VDE of anionic systems was
calculated (see Table S1 in the Support Information (SI)). All values
were found to be positive, confirming the suitability of the diffuse set
of aug-cc-pVTZ used for the present study.

The perturbative triple excitations are found to be essential for a
quantitative and even qualitative comparison of second-order
properties of systems, in which electron pairs are clustered in a
confined space of the molecule, e.g., when a system contains two or
more adjacent electronegative elements such as F, O, and N.72 This
trend becomes evident in the hyper-fluorinated anion series F3

− (D∞h),
OF3

− (C2v), NF4
− (C2v), and CF5

− (D3h; see Table S2). Although CCSD
bond distances deviate by less than 3%, ka values deviate by as much
as 73% compared to CCSD(T) results (see also ref 73). As expected,
the mean absolute deviation of ka values of XF bonds of each of these
molecules decreases with the electronegativity of X (X = F > O > N >
C). An imaginary frequency of 197i cm−1 is observed for OF3

− (C2v) at
the CCSD level, but at the CCSD(T) level all frequencies of this
molecule are real.

Each stationary point obtained via geometry optimization was
identified as either a minimum or a first-order TS (molecules 9a, 12a,
13, 18a, 22a, 23a, and 28) with the help of the analytical harmonic
vibrational frequencies computed at the same level as used for
geometry optimization.74 Local vibrational modes were then obtained
following the procedure described by Konkoli and Cremer.63 Each
local mode is related to a single normal mode via an adiabatic
connection scheme75 providing a direct connection to the normal
modes and a physically meaningful way to decompose normal modes
into local modes and vice versa.75−77 The analysis of the bond strength
can be simplified by transforming local stretching force constants into
relative bond strength orders (BSO)78 based on a generalization of
the Badger rule79−81 proposed by Kraka et al.78 According to the
generalized Badger rule, BSO values are related to ka values via a
power relationship BSO n = a(ka)b, where constants a = 0.418 and b =
0.564 were defined in this work via the 2c−2e FF single bond in F2
with n = 1.00 and the corresponding 3c−4e bond in F···F···F− with n
= 0.50.

An inspection of potential multireference character of molecules
1−28 based on the occupancy of natural orbitals (Figures S1−S5 in
the SI), T1 diagnostic,82 and the magnitude of the largest T2
amplitude (Table S5 in the SI) showed that a few of them had
potential multireference characters (T1 diagnostic > 0.02 or T2
largest amplitude > 0.1). Moderate cases (where T2 largest amplitude
< 0.2) are F2, F3

−, F3
+, OF3

−, and NF4
−. Molecules F2, F3

−, and F3
+ are

well-known to possess an RHF → UHF instability of the wave
function, which can be solved by employing the Brueckner reference
(B).83,84 This also seems to be the case for other molecules such as
OF3

− and NF4
−. Since few changes were observed in the geometries

and ka values of these molecules going from RHF-CCSD(T) to B-
CCD(T) (see Table S5 in the SI), all results discussed in this work
are based on RHF wave function results. A more critical multi-
reference character was found for OF4 and OF5

− (both molecules had
a fractional occupation of the lowest unoccupied natural orbital of 0.4,
Figure S2). OF4 is a TS with very long OF axial bonds. Several other
geometries were tested but no minimum energy geometry was found
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Table 1. Geometry, Topological Parameters, and Vibrational Data for All Molecules Studieda

# molecule (sym.) bond r ρb Hb ∇2ρb ka BSO MBO ωa ωμ(#;ωa%)

fluorine and lithium derivatives
1 [F2] (D∞h) FF 1.418 0.277 −0.176 0.514 4.700 1.000 0.8 916 916(1; 100%)
2 [F3

−] (D∞h) FF 1.739 0.113 −0.027 0.449 1.376 0.500 0.4 496 398(3; 39%) 548(4;61%)
3 [F3

+] (C2v) FF 1.435 0.261 −0.160 0.589 3.201 0.805 0.7 756 722(2; 63%) 822(3; 36%)
4 [FLi ] (C∞h) FLi 1.590 0.072 0.016 0.691 2.366 0.679 0.8 885 885(1; 100%)
5 [FLiF−] (D∞h) FLi 1.707 0.051 0.015 0.458 1.374 0.500 0.7 675 575(3; 46%) 727(4; 54%)

oxygen derivatives
6 [OF2] (C2v) OF 1.412 0.295 −0.202 0.328 3.987 0.911 0.8 883 859(2; 59%) 945(3; 37%)
7 OF3

− (C2v) (OF)eq 1.436 0.273 −0.178 0.349 3.306 0.820 0.8 804 184(1; 11%) 851(6; 89%)
(OF)ax 1.767 0.114 −0.030 0.384 0.933 0.402 0.4 427 280(2; 27%) 406(4; 26%) 502(5;

47%)
8 OF3

+ (C3v) OF 1.398 0.313 −0.212 0.427 2.985 0.774 0.8 764 770(4; 72%) 864(6; 18%)
9a OF4 (C2v)[TS] (OF)eq 1.392 0.314 −0.222 0.325 3.989 0.912 0.8 883 884(8; 56%) 921(9; 39%)

(OF)ax 2.602 0.011 0.004 0.066 0.082 0.102 0.0 127 189i(1; 54%) 77(5; 12%) 134(6;
33%)

9b F2···OF2 (Cs) FF 1.419 0.276 −0.175 0.514 4.663 0.996 0.8 913 913(8; 100%)
(OF)b 2.750 0.007 0.003 0.044 0.040 0.068 0.0 88 54(4; 10%) 80(5; 89%)
OF 1.412 0.295 −0.202 0.328 3.979 0.910 0.8 882 859(7; 59%) 945(9; 37%)

10 OF5
− (C4v) (OF)ax 1.431 0.280 −0.181 0.363 3.075 0.787 0.8 775 802(12; 93%)

(OF)eq 1.866 0.090 −0.016 0.342 0.406 0.251 0.3 282 140(2; 46%) 267(9; 13%) 463(10;
24%)

nitrogen derivatives
11 [NF3] (C3v) NF 1.375 0.330 −0.338 −0.352 3.945 0.906 0.9 911 924(4; 70%) 1045(6; 17%)
12a NF4

− (C2v) [TS] (NF)eq 1.369 0.332 −0.348 −0.394 3.560 0.855 0.9 866 883(8; 53%) 991(9; 30%)
(NF)ax 1.818 0.108 −0.028 0.290 0.895 0.392 0.5 434 80i(1; 98%)

12b NF3···F
− (Cs) (NF)ax 1.469 0.257 −0.203 −0.004 1.627 0.550 0.8 585 144(3; 17%) 474(4; 24%) 624(6;

19%) 725(7; 40%)
(NF)b 2.422 0.024 0.003 0.105 0.145 0.140 0.1 175 126(1; 10%)144(3; 87%)
(NF)eq 1.362 0.340 −0.362 −0.427 3.705 0.874 1.0 883 929(8; 50%) 1030(9; 28%)

13 NF3H
− (Cs) [TS] (NF)eq 1.392 0.304 −0.309 −0.308 3.706 0.875 0.9 883 922(6; 91%)

(NH)eq 1.016 0.365 −0.634 −2.323 6.886 1.240 0.9 3526 3551(9; 99%)
(NF)ax 1.828 0.099 −0.024 0.287 1.157 0.453 0.4 494 400i(1; 70%) 395(4; 23%)

14 [NF2H] (Cs) NF 1.400 0.300 −0.296 −0.267 4.102 0.926 0.9 929 910(2; 59%) 992(3; 37%
NH 1.027 0.356 −0.563 −2.029 6.272 1.177 0.9 3365 3368(6; 100%)

15 [NF4
+] (Td) NF 1.311 0.405 −0.452 −0.543 5.581 1.102 1.1 1084 611(3; 11%) 859(6; 17%) 1186(7;

71%)
16 NF5 (D3h) (NF)eq 1.382 0.332 −0.308 −0.189 2.533 0.706 0.9 730 204(1; 20%) 396(3; 14%) 541(5;

14%) 680(9; 11%) 998(11; 41%)
(NF)ax 1.578 0.208 −0.122 0.162 1.355 0.496 0.7 534 396(3; 27%) 519(4; 57%) 775(10;

12%)
17 NCl3F2 (D3h) (NCl)

eq
1.745 0.202 −0.148 −0.155 2.442 0.691 0.8 642 284(3; 18%) 360(7; 10%) 459(10;

12%) 795(11; 57%)
(NF)ax 1.759 0.128 −0.043 0.271 0.614 0.317 0.5 359 284(3; 21%) 326(6; 40%) 417(9;

34%)
18a NH3F2 (D3h) [TS] (NH)eq 1.007 0.357 −0.670 −2.493 7.443 1.296 0.9 3666 3533(10; 33%) 3740(11; 66%)

(NF)ax 1.720 0.132 −0.049 0.296 2.277 0.664 0.5 692 419i(1; 79%) 466(4; 20%)
18b FNH3

+···F− (C3v) (NH)eq 1.021 0.343 −0.631 −2.340 5.645 1.109 0.9 3192 104(1; 14%) 3459(10; 27%) 3563
(11; 54%)

(NF)ax 1.428 0.279 −0.249 −0.141 2.687 0.729 0.8 752 748(4; 99%)
(NF)-
PnB

2.039 0.059 −0.004 0.282 1.178 0.458 0.2 498 446(3; 87%) 748(4; 13%)

19 [ FNH3
+ ] (C3v) NH 1.029 0.338 −0.599 −2.221 6.396 1.190 0.9 3398 3333(7; 33%) 3434(9; 67%)

NF 1.368 0.332 −0.336 −0.376 5.642 1.109 1.0 1090 1078(1; 99%)
20 NF6

− (Oh) NF 1.562 0.210 −0.125 0.157 0.995 0.416 0.6 458 379(4; 20%) 385(6; 61%) 743(13;
13%)

carbon derivatives
21 [CF4] (Td) CF 1.321 0.305 −0.502 −0.379 6.204 1.170 1.2 1197 915(6; 16%) 1301(7; 74%)
22a CF5

− (D3h) [TS] (CF)eq 1.331 0.298 −0.486 −0.458 4.535 0.980 1.1 1023 293(4; 20%) 800(10; 18%) 1306(11;
52%)

(CF)ax 1.699 0.131 −0.086 −0.001 0.554 0.299 0.7 358 514i(1; 60%) 293(4; 39%)
22b CF4···F− (C3v) (CF)ax 1.366 0.274 −0.428 −0.419 4.526 0.979 1.1 1022 612(6; 11%) 901(9; 29%) 1148(10;

58%)
(CF)b 2.813 0.011 0.001 0.048 0.148 0.142 0.1 185 133(3; 99%)
(CF)eq 1.310 0.313 −0.520 −0.365 6.151 1.164 1.2 1191 901(9; 11%) 1148(10; 12%) 1350

(11; 62%)
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for OF4 at the CCSD(T) level. A more rigorous analysis of OF4 and
OF5

− would require a multireference method capable of providing an
accurate description of both dynamic and static electron correlation
effects.85−87

Dissociation and activation energies, enthalpies, and free energies
were calculated utilizing CCSD(T)/aug-cc-pVTZ geometries and
harmonic frequencies. To minimize the basis set super position error
(BSSE) and to obtain energies closer to the complete basis set limit,
single point energies were computed using explicitly correlated
coupled cluster CCSD(T)-F12/cc-pVTZ-F12.88,89 This method and
basis set are able to deliver results comparable to those with
CCSD(T)/aug-cc-pV5Z.90

Besides analyzing the strength of the bonds and the thermody-
namic stability, local properties of the electron density,91 such as the
electron density at the bond critical point ρb, its Laplacian ∇2ρb, and
the total energy density (Hb) obtained from CCSD(T) response
density were utilized to access the nature of the bonds. Among these
properties, Hb is found to be especially useful to distinguish covalent
bonds (Hb < 0) from ionic and noncovalent bonds (Hb≥ 0).92

The charge distribution in molecules 1−28 was accessed by
calculating atomic charges derived from the Natural Population
Analysis (NPA).93 To obtain a more complete picture of the
anisotropic charge distribution, we mapped the electrostatic potential
onto the 0.001 e/bohr3 electron density surface (see Figures S6 and

S7). The charge analysis was complemented by the study of electron
difference density distributions, comparing the unrelaxed electron
density of the fragments in the complex frozen geometry with the
relaxed electron density of the complexes (see Figures S7 and S8).
Electron density depletion/concentration indicates several phenom-
ena such as polarization, exchange repulsion, and covalent bonding.

All local mode calculations were performed with COLOGNE-
2019.94 CCSD(T)/aug-cc-pVTZ energies, analytic gradients, and
Hessians were computed utilizing CFOUR.95 B-CCD(T) numerical
gradients and Hessians were computed with Molpro 15 software.96

Explicitly correlated CCSD(T)-F12 single point energies were
computed with ORCA 4.0.97 Atomic charges derived from NPA
were obtained from NBO 6.0.98 Correlated electron and energy
density distributions were analyzed with Molden2AIM99 and
Multiwfn.100 Molecular surface graphics were generated in UCSF
Chimera.101

■ RESULTS AND DISCUSSION

Table 1 lists bond distances (r), electron density, energy
density, and the Laplacian of the electron density at the density
critical point of each bond (ρb, Hb, and ∇2ρb, respectively).
Table 1 also lists all local stretching force constants (ka),
relative bond strength orders (BSO n), Mayer bond orders

Table 1. continued

# molecule (sym.) bond r ρb Hb ∇2ρb ka BSO MBO ωa ωμ(#;ωa%)

carbon derivatives
23a FCH3F

− (D3h) [TS] (CH)eq 1.073 0.310 −0.372 −1.319 5.878 1.135 0.9 3276 3159(10; 33%) 3348(11; 66%)
(CF)ax 1.826 0.085 −0.031 0.163 0.859 0.383 0.5 445 575i(1; 63%) 371(4; 37%)

23b FCH3···F− (C3v) (CF)ax 1.436 0.206 −0.284 0.125 3.583 0.858 0.8 909 906(4; 98%)
(CF)-
TB

2.558 0.017 0.002 0.079 0.222 0.179 0.0 226 181(3; 98%)

(CH)eq 1.084 0.300 −0.353 −1.233 5.458 1.088 0.9 3156 3107(10; 33%) 3214(11; 66%)
24 [FCH3] (C3v) CF 1.389 0.237 −0.346 0.093 5.107 1.048 1.0 1086 1068(1; 97%)

CH 1.091 0.295 −0.343 −1.190 5.264 1.066 0.9 3100 3045(7; 33%) 3135(9; 67%)
25 CF6

2− (Oh) CF 1.565 0.180 −0.177 −0.277 0.500 0.282 0.8 340 231(1; 28%) 320(4; 65%)
boron derivatives

26 [BF3] (D3h) BF 1.315 0.213 −0.171 1.300 7.220 1.274 1.3 1326 891(4; 27%) 1473(5; 71%)
27 [BF4

− ] (Td) BF 1.408 0.162 −0.114 0.896 4.107 0.927 1.0 1000 516(3; 10%) 763(6; 16%) 1091(7;
74%)

28 BF5
−2 (D3h) [TS] (BF)eq 1.336 0.200 −0.154 1.182 5.555 1.099 1.0 1163 824(10; 24%) 1391(11; 61%)

(BF)ax 2.414 0.018 0.000 0.051 0.051 0.078 0.3 112 280i(1; 23%) 81(2; 75%)
aComputed at the CCSD(T)/aug-cc-pVTZ level. Bond distances r in Å; electron, energy density, and the Laplacian of the density at the BCP in e/
bohr3, Hartree/bohr3, and e/bohr5, respectively. Local stretching force constant ka in mdyn/Å, bond strength order (BSO), Mayer bond order
(MBO), local stretching frequency ωa in cm−1 and the normal-mode frequencies ωμ related to bond stretching (normal mode number; % of local
stretching character). Experimentally observed molecules are given in square brackets. bNon-covalent interactions.

Figure 2. Relationship between the relative bond strength order BSO n and (a) the local stretching force constant ka(X−F) and (b) the XF bond
distances r(X−F) of molecules 1−28; X = F (triangles), O (squares), N (circles), C (diamonds), B (pentagons), Li (stars). Noncovalent
interactions are shown in orange, hypervalent bonds in green, covalent bonds in blue, ionic bonds in red.
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(MBO), local stretching frequencies, and in the last column
the normal-mode frequency, the normal mode (m), and the
percentage of local stretching character contained in m. The
latter are given to provide vibrational spectroscopist
information where the stretching bands should be found
when recording either infrared or Raman spectra. Molecules
experimentally known to exist are given in square brackets in
Table 1. NPA atomic charges are given in Figure 1.
The strength of the bonds given by BSO n values, the nature

of these bonds given by Hb values, and the charge distribution
given by NPA atomic charges were used to assign all X−F (X =
Li, B, C, N, O, and F) bonds in molecules 1−28 to four
different types: covalent, hypervalent, noncovalent, and ionic
bonds. As expected from the 3c−4e bond orbital model, MBO
values associated with hypervalent bonds are about half the
value of comparable 2c−2e covalent bonds (see Table 1). A
quantitative ordering of all bonds according to their strength is
provided by the relationship between BSO and ka values given
in Figure 2a. The bond strength and bond length relationship
(BSBL) is given in Figure 2b. Three out of the four different
types of X−F bonds can be easily identified based on their
strength or length in the following way: (i) noncovalent bonds
are long (r > 2.0 Å) and weak (BSO n < 0.2), (ii) hypervalent
bonds have an intermediate strength (0.2 < BSO n) and length
(2.0 < r < 1.5 Å), and (iii) covalent bonds are short (r < 1.5 Å)
and strong (BSO n > 0.5). The fourth group, comprising ionic
bonds, are comparable to the strongest hypervalent bonds but
easily identified due to the larger charge separation. For
example, in LiF2

− (5), each F atom has a charge close to −1,
whereas the electropositive Li has a charge of approximately
+1. In hypervalent bonds, the charge at the fluorines involved
can vary from −0.263e (20) to −0.703e (23a).
The BSBL relationship (Figure 2b) shows that bond

distances are useful for distinguishing between the different
types of bonds, but they cannot be used as a measure of bond
strength for a quantitative or even qualitative comparison of
bonds of the same type. This is especially noticeable for the
hypervalent bonds, where a strong scattering in the BSBL is
observed in Figure 2b. The reason for this scattering can be
attributed to the different influences equatorial ligands may
exert over the hypervalent bond strength and length. For
example, the XF hypervalent bond in CF5

− is shorter but
weaker than the one in F3

−. The shorter bond is a result of the
contraction of the covalent radius of X, which is more effective

when the electronegativity of X is lower compared to that of F
ligands, whereas the weaker bond is due to the increased steric
repulsion between ligands. A detailed study of various
electronic factors that can lead to scattered or even inverse
BSBL relationships was performed by Kraka and co-work-
ers.102,103

A long but exceptionally strong hypervalent bond is found
for NH3F2 (18) in its hypervalent TS geometry of D3h
symmetry (18a). The NF axial bonds of 18a are stronger
than the ones in NF5 (16) and NF2Cl3 (BSO (NF)ax: 0.664
(18a), 0.496 (16), 0.317 (17)) but longer than in 16 and of
about the same length as in 17, indicating that the smaller
steric repulsion between axial and equatorial ligands in 18a is
not the major factor for the stronger NF bonds. The reason for
the stronger bonds is the stabilizing electrostatic interaction
between the positively charged equatorial hydrogens and the
negative charge at the axial fluorines in 18a. By deforming from
the hypervalent D3h conformation into the C3v ion-pair
conformation (18b), the 3c−4e FNF bond is lost, but the
molecule becomes more stable by forming a strong 2c−2e NF
bond and maximizing the electrostatic interaction between
hydrogen atoms and fluoride. Ion-pair formation is not
observed for 16 and 17, since they do not benefit from a
similarly favorable electrostatic interaction.

The Nature of X−F Bonds. An evaluation of the covalent
nature of the four different types of interactions is provided by
analyzing the energy density at bond density critical point Hb.
According to Cremer and Kraka criteria,92 a covalent bond is
characterized by a negative (stabilizing) Hb value. Figure 3
shows the relationship between BSO values and Hb (Figure 3a)
and between bond length r(X−F) and Hb values (Figure 3b).
These relationships indicate a somewhat scattered but overall
continuous change from weak electrostatic bonds to hyper-
valent to strong covalent bonds. Weak noncovalent inter-
actions have Hb values close to zero. Hypervalent bonds have
intermediate Hb values of 0 < Hb < 0.15 hartree/bohr3, and
covalent bonds tend to have Hb values of >0.15 hartree/bohr3.
There are two major electronic effects responsible for the
scattering in the BSO vs Hb relationship. These are (i) high
ionic contributions, resulting in relatively strong bonds but
with low covalent character, as found for LiF and BF bonds,
and (ii) covalent radius contraction of the center atom caused
by adding a fluorine substituent followed by increasing steric
repulsion between the fluorine ligands, which may lead to weak

Figure 3. Relationship between (a) the relative bond strength order BSO n and the energy density Hb(X−F) and (b) bond distances r(X−F) and
Hb(X−F) for the XF bonds in molecules 1−28; X = F (triangles), O (squares), N (circles), C (diamonds), B (pentagons), Li (stars). Noncovalent
interactions are shown in orange, hypervalent bonds in green, classic covalent bonds in blue, ionic bonds in red.
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bonds with relatively high covalent character, as found for the
CF bonds of CF6

2− (25). It is worth mentioning that the use of
the energy density at a single point to characterize the nature
of a bond is an approximation,104,105 which could be improved
by integrating the energy density over the interbasin zero-flux
surface of electron density, as was recently done by Ananyev
and co-workers106 for the potential energy density analysis.
Figure 3b shows a less scattered relationship between bond
length and energy density, which is due to the fact that bond
lengths (as first-order properties) are less sensitive to variations
of Hb (and changes in the electron density in general) than
BSO values (derived from a second-order property). For
example, the Hb value of the NF equatorial bond of 12b is 0.16
hartree/bohr3 lower than that of the axial covalent bond (78%
difference); the BSOs of these bonds differ by 0.325 (59%),
but their bond lengths differ by just 0.11 Å (8%).
The relationship between bond strength and other proper-

ties calculated at the bond critical point rb, such as the
Laplacian of the density ∇2ρb, the potential energy density
(Vb), or the kinetic energy density (Gb), are given in the SI
(Figures S10−S15). None of them were found to be as
insightful and straightforward to interpret as the BSO n versus
Hb relationship. Recently, Shaik and co-workers7 suggested the
use of the Laplacian (∇2ρb > 0) as an indicator of so-called
charge-shift bonds. Applying Shaik’s criterium to the covalent
and hypervalent bonds of the 28 molecules, we find that all OF
and FF covalent and all hypervalent bonds (with the CF bonds
in 26 as the only exception) are charge-shift bonds. This is in
line with their findings7 showing that hypervalent bonds and
bonds between very electronegative elements tend to have
charge shift character.
Thermodynamic Stability. Table 2 lists reaction energies

(at 0K without zero point vibrational energy corrections),
enthalpies, and free energies (at 1 bar and 298.15K) associated
with (i) fluoride addition leading to the formation of
hypervalent or noncovalent bonded molecules (reactions 1−
10); (ii) activation barriers given by the energy difference
between hypervalent geometries that are first-order TS and the
noncovalent minimum energy geometries (reactions 11−14);
and (iii) the energies, enthalpies, and free energies for the
dissociation reactions of minimum energy hypervalent
molecules into smaller, more stable molecules (reactions 15−
20). As one can see, only the addition of F− to F2 and to OF2
(reactions 1 and 3, respectively) lead to thermodynamically
stable hypervalent molecules (2 and 7) that are not prone to
dissociation into smaller fragments. LiF2

− (5) is also
thermodynamically stable (reaction 2) but is better described
as an ionic system (see NPA charges in Figure 1). Fluoride
addition to NF4

+ leading to NF5 is thermodynamically viable in
the gas phase (reaction 5). However, NF5 is just a local
minimum in the potential energy surface. A more stable
product of this reaction is NF3 + F2 (reaction 17), which is
about 40 kcal/mol more stable than NF5 at 298 K and has a
lower free energy of −51.4 kcal/mol at the same temperature
(similar results were reported by several authors20,49,107). The
activation energy associated with the homolytic dissociation of
NF5 into NF4 and F was estimated by Bettinger and co-
workers20 to be about 16 kcal/mol. Although they could not
rule out the existence of hypervalent NF5, no synthetic strategy
has succeeded until now.5,107 Surprisingly, fluoride addition to
the already crowded NF5 molecules leading to NF6

− is
thermodynamically favorable (reaction 7); however, NF6

− is
unstable with regard to dissociation into smaller molecules

(reaction 18). The existence of NF6
− under special conditions

cannot be discarded either, especially in view of a recent
computational simulation,16 showing that NF6

− might be
spontaneously formed from the oxidation reaction of NF3 by
F2 under a pressure of 40 GPa. Other hypervalent molecules
found to be minima on their potential energy surface but
unstable to dissociation are OF5

− (10) and CF6
2− (20).

Diversely, less crowded hypervalent molecules, NF4
− (12a),

NF3H
− (13), NF2H3(18a), CF5

−(22a), and CH3F2
−(23a), are

first-order TSs. The imaginary vibrational mode of all these
molecules is the asymmetric stretching of the F−X−F axial
bonds, suggesting they gain stability by breaking the 3c−4e
bond and forming a covalent 2c−2e XF bond and a
noncovalent X···F− interaction collinear to the axial 2c−2e
bond (for X = N in 12b and 18b, the noncovalent bond is
termed a pnicogen bond (PnB),108 whereas for X = C in 22b
and 23b, it is a tetrel bond (TB)47). The stabilities gained by
the deformation of the hypervalent TS molecules (12a, 18a,
22a, and 23a) into noncovalent complexes (12b, 18b, 22b,
and 23b) are 2.5, 4.7, 21.4, and 13.3 kcal/mol, respectively
(reactions 11−14, CCSD(T)-F12 values in Table 2). These
noncovalent complexes are formed by two relatively stable
closed-shell monomers (e.g., NF3 and F−) held together by the
electrostatic attraction between the negative charge at the
fluoride ion and the positive electrostatic potential formed
collinear to the F−X σ-bond of the other monomer (also
termed σ hole interaction109). A similar mechanism, involving
an asymmetric FXF stretching in OF5

− and CF6
2−, would lead to

Table 2. Reaction Energies, Enthalpies, and Free Energiesa

# reaction ΔE ΔE(F12) ΔH ΔG

fluoride addition
1 F2 + F− → F3

− −23.8 −23.3 −24.9 −11.9
2 FLi + F− → FLIF− −69.2 −69.9 −69.4 −61.0
3 OF2 + F− → OF3

− −17.6 −16.9 −16.9 −9.5
4 NF3 + F− → NF3···F− −8.3 −8.0 −7.9 −1.8
5 NF4

+ + F− → NF5 −145.8 −144.4 −145.1 −138.7
6 FNH3

+ + F− →
FNH3

+···F−
−157.8 −158.0 −158.8 −152.2

7 NF5 + F− → NF6
− −27.1 −25.6 −26.1 −16.4

8 CF4 + F− → CF4···F
− −7.2 −7.1 −6.9 −0.9

9 FCH3 + F− →
FCH3···F−

−14.2 −14.0 −13.9 −7.7

10 CF4···F− + F− → CF6
2− 142.4 144.4 142.1 151.9

activation energies
11 NF3···F

− → NF4
−(TS) 2.0 2.5 1.4 3.0

12 FNH3
+···F− →

NH3F2(TS)
4.2 4.7 4.4 6.3

13 CF4···F
− → CF5

−(TS) 20.8 21.4 19.9 22.0
14 FCH3···F

− →
FCH3F

−(TS)
13.1 13.3 12.3 14.3

dissociation reactions
15 OF5

− → OF2 + F2 + F− −0.8 −3.7 −3.9 −20.5
16 OF5

− → OF2 + F3
− −24.6 −27.0 −27.1 −36.1

17 NF5 → NF3 + F2 −37.3 −38.4 −39.7 −51.4
18 NF6

− → NF3 + F2 + F− −10.2 −12.8 −13.6 −35.0
19 NF6

− → NF3 + F3
− −34.0 −36.1 −36.8 −50.6

20 CF6
2− → CF4 + 2F− −134.9 −137.3 −135.2 −151.9

aReaction energies without ZPE computed at CCSD(T)/aug-cc-
pVTZ (ΔE) and at CCSD(T)-F12/aVTZ-F12//CCSD(T)/aug-cc-
pVTZ (ΔE(F12)). ZPE corrected reaction enthalpies (ΔH(1 bar,
298.15k)) and free energies (ΔG(1 bar, 298.15K)). ZPE, enthalpy,
and free energy corrections were computed at the CCSD(T)/aug-cc-
pVTZ level and added to ΔE(F12) values. All values are in kcal/mol.
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unstable fragments (OF4 and CF5), which may explain why
these highly crowded hypervalent molecules, unstable to
dissociation, are local minima on their potential energy surface.
Analysis of XF Dissociation. To investigate the possible

existence of a stable noncovalent minimum F2···F
− for 2 and

OF2···F
− for 7 and to compare the dissociation curves relative

to the XF axial bond of F3
−, OF3

−, NF4
−, CF5

−, and CH3F2
−, the

XF distance was varied stepwise by small increments. At each
step, all other geometric parameters were reoptimized. Figure 4

shows the X−F dissociation curve of these molecules. The
minimum in these potential energy curves corresponds to the
hypervalent geometries for 2 and 7 (characterized by
symmetric XF axial bonds of about 1.75 Å) and to the
noncovalent geometries for 12b, 22b, and 23b (characterized
by an X···F− interaction of 2.4 Å or longer), whereas the
maxima in NF4

−, CF5
−, and CH3F2

− curves correspond to the
hypervalent geometries (12a, 22a, and 23a, respectively). No
minima related to F2···F

− and OF2···F
− was found for the

dissociation curves of F3
− or OF3

−.
Due to higher steric crowding effects in 22a, the CF5

− curve
is the only one where the maximum corresponding to 22a is
not only higher in energy than the noncovalent geometry
(22b) but is also higher in energy than the dissociation
products CF4 and F−. Another consequence of steric crowding
in 22a is the weaker hypervalent bond (axial CF bond), which
is about one-third of the strength of the equatorial 2c−3e
bonds (BSO: 0.299 (CF)ax, 0.980 (CF)eq), instead of the
expected ratio of about one-half, as found for 7 and 12a.
Substituting axial fluorine ligands with hydrogens lowers the
entire energy profile (CH3F2

− curve), which indicates that there
is not just a decrease in steric effects at 23a but also a
stabilizing electrostatic interaction between the negative charge
at the F atoms and the positively charged hydrogens, as
observed for NH3F2.
The dissociation curve of NF4

− is considerably flatter than
the CF5

− curve due to the lower steric repulsion, especially at
the TS (12a). The minima of NF4

− and CF5
− corresponding to

the noncovalent complexes 12b and 22b have similar ΔE and
bond strength values (BSO: 0.142 (12b), 0.140 (22b)) even

though the noncovalent N···F− interaction in 12b is 0.39 Å
shorter than the C···F− interaction of 22b. The higher positive
electrostatic potential at the σ hole of CF4, counterbalanced by
the larger steric repulsion caused by the three equatorial
fluorines, is responsible for the longer noncovalent bond of
similar strength. Noteworthy is that the noncovalent
interaction in 12b affects the bond strength of the collinear
axial covalent bond more than that of the equatorial bonds
(BSO: 0.550 (NF)ax compared to 0.874 (NF)eq). The
weakening of a covalent bond collinear to a noncovalent
pnicogen bond is usually associated with the electron
delocalization from the lone pairs of the pnicogen acceptor
(F− in the present system) into the σ* antibond orbital of the
pnicogen donor (σ*(NF) orbital in this case).110,111 However,
no significant charge transfer takes place from F− to NF3 in
12b (NPA charge at F− is −0.96e). Therefore, the weakening
of the NF axial bond is due to polarization. In short, F− is
attracted by the positive potential at the σ hole of the axial NF
bond, and as it gets closer to N, density is pushed from the
nitrogen lone pair orbital into the σ*(NF) orbital of the axial
bond, weakening this bond. The low polarity of the OF bond
in OF2 results in a very weak positive electrostatic potential at
the σ hole, i.e., to a weak interaction with F−, which is not
strong enough to form an OF2···F

− noncovalent complex.
Relating Energy to Bond Strength. As a bond is broken,

the electron density and molecular geometry is rearranged to
minimize the energy of the fragments formed. These changes
in the electronic and geometric structure (also called
deformation energy) have an inherent energetic cost which is
not associated with the intrinsic strength of a bond, but which
is accounted for by bond dissociation energies.59 On the other
hand, local stretching force constants and associated BSOs
measure the rate at which the energy changes when a bond is
stretched by an infinitesimally small amount, providing an ideal
parameter to measure the intrinsic strength of a bond, free of
secondary contributions. A good correlation between BSO
values and dissociation energies may be expected only in the
case of weakly noncovalently bonded complexes, where
electronic and geometric changes are negligible upon
dissociation.
Even for the dissociation of strongly bonded systems, the

local mode analysis is an invaluable tool, providing a
connection between deformation energies and the changes in
bond strength of reactants and products of a dissociation. An
illustrative example is the comparison between bond
dissociation energies and bond strength changes in the
hypervalent 2 and the ionic 5 molecules. These molecules
have similar bond strengths (BSO: 0.500) but the dissociation
energy of F3

− into F2 and F
− is about one-third that of LiF2

− into
LiF and F− (ΔE = 23.3 and 69.9 kcal/mol, respectively). The
lower dissociation energy of the former is due to the bigger
electronic rearrangement required for the dissociation to take
place, i.e., the BSO of the FF bond changes from 0.5 in the
reactants (2) to 1.0 in the products (1), i.e., a difference of 0.5,
whereas the BSO of the FLi bond changes by just 0.193 from 5
to 4. The smaller electronic differences in LiF2

− and FLi + F−

are also reflected by the smaller variation of the NPA atomic
charge of Li and F atoms in 4 and 5.
Double ionization of 2 leads to the nonhypervalent 3 ion,

which has a bent geometry (C2v symmetry) and is isostructural
and isoelectronic to OF2 (6). The latter has slightly stronger
bonds due to the lower electronegativity of oxygen allowing for
more polar bonds.

Figure 4. Relationship between the energy in kcal/mol and one X−F
(X = F, O, N, and C) axial bond distance in Å relative to the energy of
the dissociation products. Calculated at the CCSD(T)/aug-cc-pVTZ
level, all parameters but a single axial X−F bond distance were
optimized at each point.
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The dissociation energy of OF3
− into F− and OF2 is 6.4 kcal/

mol lower than the dissociation energy of F3
− into F2 and F−,

which is due to the weaker 3c−4e bonds in 7. On the basis of
the minimal participation of d orbitals in the formation of the
hypervalent SF4 molecule32,34,36,112 (C2v), one might cogitate
the possible stability of the congener OF4 molecule. However,
9a (C2v symmetry) is found to be a first-order TS, with an
imaginary symmetric stretching mode involving the axial
fluorine ligands. The exceedingly long axial OF bonds in this
molecule cannot be considered to form a 3c−4e bond due to
the insufficient overlap between F and O orbitals. These bonds
are better described as weak noncovalent bonds (BSO: 0.102;
Hb = 0.004). Several other possible minimum energy
geometries were attempted for OF4, but the only minimum
found was the halogen bonded system F2···OF2.
Unexpectedly, the higher sterically crowded 10 is found to

be a minimum energy geometry with C4v symmetry. Different
from 9a, 10 has two sets of 3c−4e bonds formed by the four
equatorial fluorines besides the covalent 2c−2e axial OF bond.
The existence of these 3c−4e bonds is evidenced by the
negative energy density Hb = −0.016, the higher bond strength
(BSO = 0.251), and the shorter bond length (1.866 compared
to 2.602 Å in 9a).
Fluoride addition to NF3 does not lead to a hypervalent

molecule (12a) but to the noncovalent bonded complexes
(12b), which is just 2.5 kcal/mol more stable. The electrostatic
N···F− is considerably weaker than the hypervalent bond
(BSO: 0.140 compared to 0.392). However, the energetic cost
associated with the changes in the electronic/geometric
structures of NF3 necessary for the formation of the 3c−4e
bond makes 12a less favorable than 12b. A similar analysis can
be made to explain why the energetically more stable product
of the NF4

+ + F− reaction is F2 + NF3 and not NF5. The latter
product has an additional bond, but due to the weak nature of
the 3c−4e bonds, the former product, constituted by two
stable molecules with considerably stronger bonds, is 38.4
kcal/mol more stable. In 20, the stability brought about by the
extra NF hypervalent bond surpasses the energy cost
associated with changes in 16 structure due to the already
weakened bonds of the latter.
For the same reasons as discussed previously for 12b, the

addition of a F− to CF4 leads to a noncovalent complex 22b
(the hypervalent geometry (22a) is a first-order TS).
Comparing 22a with nitrogen pentafluoride (16), the former
has a weaker 3c−4e bond due to increased repulsion between
axial and equatorial ligands (NPA F(eq): −0.076 (16), −0.303
(22a)) caused by the higher electronegativity difference
between the center atoms and the equatorial ligands. Similar
to 10 and 20, the addition of another fluoride leads to a local
minimum in the potential energy surface (25). However, due
the very weak hypervalent CF bonds (BSO: 0.282 in 25) this
molecule is much less stable than CF4 + 2F− (BSO: 1.170 in
21).
The boron atom in BF3 (26) has a vacant 2p orbital capable

of accepting a lone pair of F− without requiring the formation
of a 3c−4e bond. Thus, fluoride addition leading to the
nonhypervalent BF4

− (27) is energetically favorable. A 3c−4e
bond situation could be realized for BF5

−2 if the interaction of
the vacant 2p orbital of 26 with the lone pair orbitals of two
fluoride atoms at the axial positions was possible. However,
repulsion between the fluorides at the axial position and
equatorial fluorine ligands (NPA: −0.950e F(ax), −0.521e
F(eq)) preclude the formation of hypervalent BF5

−2. Only weak

noncovalent interactions are formed between fluorides at the
axial position and BF3 in 28 (BSO (BF)ax 0.078).

■ CONCLUSIONS AND OUTLOOK
In this work, we analyzed the possible formation of hypervalent
first-row molecules held together by 3c−4e bonds and
compared the strength and nature of the hypervalent bond
in these molecules to suitable 2c−2e covalent bonds and
noncovalent bonds, aiming to provide an explanation for their
stability or instability. For this purpose, we carried out high
accuracy coupled cluster calculations of geometries, reaction
energies, and vibrational frequencies, including a comprehen-
sive local mode analysis, combined with the analysis of NPA
atomic charges, molecular electrostatic potentials, and an
analysis of the electron and energy density at the density
critical point of all bonds, for a set of 28 compounds. The
following conclusions were reached:
(1) With the exception of F3

− and OF3
−, all other hypervalent

first-row molecules are either transition state structures (e.g.,
NF4

−, NF3H, NH3F2, CF5
−, and CH3F2) or local minima in their

potential energy surface (e.g., OF5
−, NF5, NF6

−, NCl3F2, and
CF6

2−), unstable to dissociation into smaller molecules. Only
under special conditions, such as high pressure, may these local
minima still be experimentally detectable.16

(2) The bond length is useful to distinguish between the
different types of interactions. Noncovalent bonds between
fluoride and first-row atoms tend to be longer than 2.0 Å,
whereas the hypervalent bond lengths are usually between 1.5
and 2.0 Å, and covalent bonds tend to be shorter than 1.5 Å.
However, the analysis of the intrinsic bond strength within a
group of bonds of the same type requires a parameter being
more sensitive to the electronic structure. The BSOs derived
from local stretching force constants are the best suited
parameters, capable of probing the strength of a bond without
breaking it. Noncovalent X−F bonds tend to have BSO values
lower than 0.2 and hypervalent bonds between 0.2 and 0.5, the
only exception being the NF bond in NF2H3, which is stronger
due to the electrostatic attraction between positively charged
H atoms and negatively charged F atoms. Covalent bonds have
BSO values large than 0.5.
(3) Equatorial fluorine substituents cause two main effects:

(i) They withdraw charge from the center atom decreasing its
effective covalent radius, thus allowing shorter bonds to be
formed. (ii) These shorter bonds make axial and equatorial
ligands come closer together, increasing steric repulsion,
consequently weakening the bonds. For example, the axial
CF bonds of CF5

− are 0.04 Å shorter than FF bonds in F3
− but

are weaker (BSO is lower by 0.2).
(4) Whether the most stable product of a fluoride addition

reaction will adopt a hypervalent geometry or a noncovalent
complex geometry depends not only on the strength of the
new interaction formed but also on the weakening of the other
bonds, as a result of the energetic cost associated with the
geometric and electronic changes necessary to accommodate
the new ligand. Hypervalent 3c−4e bonds are considerably
stronger than noncovalent interactions. However, they lead to
a substantial weakening of a preexisting 2c−2e bond, which
can be accentuated by steric repulsion between axial and
equatorial ligands, as observed for CF5

−, a molecule that gains
stability by deforming from the D3h hypervalent conformation
into the C3v noncovalent conformation.
(5) Besides steric repulsion, electrostatic attraction can also

play a decisive role. For example, while NH3F2 gains stability
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by distorting the hypervalent D3h geometry into the C3v
symmetry FNH3

+···F− ion-pair geometry, preserving the 2c−
2e NF bond, and forming a strong electrostatic interaction,
NF5 and NCl3F2 are already stable in their hypervalent
geometry, since they cannot form ion pairs with a similarly
strong electrostatic interaction.
(6) Even in the noncovalent complexes where charge

transfer is small, the formation of an electrostatic interaction
between F− and the positive electrostatic potential at the σ
hole of an XF bond results in the weakening of this bond due
to polarization effects. This is most noticeable for NF3···F

−,
where the BSO value of the axial NF bond decreases by 0.355
(39%) when compared to NF3, even though no appreciable
charge transfer takes place from F− to NF3.
On the basis of these findings, we suggest that strategies for

the synthesis of stable hypervalent first-row molecules should
focus on destabilizing possible noncovalent interactions that
can compete with the hypervalent bond formation, e.g., by
hosting OF5

−, NF5, NF2H3, NCl3F2, and NF6
− inside the

confined space of a supramolecular structure. Akiba and co-
workers11,14,50 obtained pentacoordinated boron and carbon
with symmetric axial interactions that resemble hypervalent
molecules by exploiting the limited flexibility imposed by a
rigid molecular framework. However, the axial bonds found in
these complexes are of about 2.4 Å, being better described as
noncovalent interactions; i.e., Akiba complexes are hyper-
coordinated but not hypervalent. Other strategies such as the
use of weaker axial ligands and the formation of other types of
nonclassical bonds such as the 3c−2e bond seems to have had
some success.21,113,114

In this study, it could be shown via a systematic and
quantitative way that hypervalent bonds involving first-row
atoms are considerably weaker and less covalent than classical
2c−2e bonds. We predict this difference in strength and nature
to be significantly lower for second and higher row center
atoms due to the more diffuse nature of the valence orbitals of
these atoms. Whether the lower bond strength difference
between 2c−2e and 3c−4e bonds or the lower steric repulsion
among ligands (or maybe both) is responsible for the higher
stability of hypervalency in second and higher rows of the
periodic table is still an open question, which is currently under
investigation.

■ ASSOCIATED CONTENT

*S Supporting Information
The Supporting Information is available free of charge on the
ACS Publications website at DOI: 10.1021/acs.inorg-
chem.9b02458.

Vertical detachment energies of anions, a comparison
between r and ka values from CCSD(T) and CCSD
calculations; T1 diagnostic, T2 largest amplitude, and
natural orbitals; comparison between RHF-CCSD(T)
and BCCD(T) results; relationships between BSO or r
and ρb, ∇2ρb, Vb, Gb, Gb/ρb, and |Vb|/Gb; molecular
electrostatic potentials; electron difference densities;
geometries and normal vibrational frequencies of all
molecules (PDF)

■ AUTHOR INFORMATION

Corresponding Author
*E-mail: fmachado@ita.br.

ORCID
Vytor P. Oliveira: 0000-0002-6614-7625
Elfi Kraka: 0000-0002-9658-5626
Francisco B. C. Machado: 0000-0002-2064-3463
Notes
The authors declare no competing financial interest.

■ ACKNOWLEDGMENTS
We thank Southern Methodist University for providing
computational resources. This work has been supported by
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