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Theoretical studies of hydrogen-bonding based on cluster models tend to overlook the peripheral mono-
mers which are influential. By revisiting thirteen hydrogen-bonded complexes of H2O, HF and NH3, the
‘‘push-pull” effect is identified as a general mechanism that strengthens a hydrogen bond. Enhanced
LpðXÞ ! r�ðX0 � HÞ charge transfer is proved to be the core of the ‘‘push-pull” effect. The charge transfer
can convert an electrostatic hydrogen bond into a covalent hydrogen bond.

� 2017 Elsevier B.V. All rights reserved.
1. Introduction

Hydrogen bonding (H-bonding) is one of the most important
intermolecular forces found in condensed phases, especially in
the case of liquid water. It decides on various macroscopic proper-
ties including density, boiling point and melting point. In the
recent years, various quantum chemical studies attempted to look
into the H-bonding by simulating real systems with the help of
cluster models consisting of 2–20 monomers [1–11]. Various com-
putational methods have been used for the analysis of H-bonds
including binding energy calculation [1,6–8,10], energy decompo-
sition analyses [12] or the quantum theory of atoms in molecules
and the natural bond orbital (NBO) analysis [13]. However, a dee-
per analysis of how peripheral monomers around a dimer influence
the targeted H-bond is often missing.

Experimental studies on the OH stretching frequency shift in
small water clusters, supported by DFT calculations, have sug-
gested that the formation and strength of a particular H-bond is
influenced by cooperative effects from peripheral H-bonds
[14,15]. However, a caveat is appropriate. Experimentally or theo-
retically derived normal vibrational modes and force constants are
delocalized because of electronic and mass-coupling [16]. There-
fore, are not suited as direct measure of bond strength [17]. We
present in this work a reliable descriptor of the intrinsic H-bond
strength based on local vibrational modes, first introduced by Kon-
koli and Cremer [16,18]. These local modes have been proved to be
the local equivalent of the delocalized normal vibrational modes
via an adiabatic connection scheme (ACS), in which a one-to-one
relationship has been proved between 3N � L normal modes and
a non-redundant set of 3N � L local modes (N: number of atoms;
L: number of translations and rotations) [18]. The local stretching
force constant ka is the appropriate tool to describe the intrinsic
bond strength of any chemical bonding situation [19,17], including
non-covalent bonding [20,21] like hydrogen bonds [22,23]. Since ka

is directly related to the electronic structure of a molecule, it
absorbs any neighboring influences on the bond in question, such
as cooperative effects [23].

In this work, we have studied thirteen clusters made up of
monomers of H2O, HF and NH3 molecules. A new and generally
applicable mechanism which we name as push-pull effect is identi-
fied to strengthen H-bonds. This push-pull effect can have a strong
impact on the H-bonding mechanism in several cases. The objec-
tives of this work are to answer the following questions. (i) What
is push-pull effect in H-bonding? (ii) How can the push-pull effect
strengthen a H-bond? (iii) How is the push-pull effect related to
the charge transfer from the H-bond acceptor to the H-bond
donor? (iv) To what extent can the push-pull effect change the nat-
ure of a H-bond with regard to its covalent or electrostatic
character?

The computational methods used in this work are described in
the second section. The third section presents the results and dis-
cussion, while conclusions are made in the final section.
2. Computational methods

Optimized geometries of all clusters investigated in this work
(see Fig. 1) and their vibrational frequencies as well as normal
modes were calculated using thexB97X-D density functional. This
functional was chosen because it describes non-covalent interac-
tions in a reliable way taking care of dispersion and other van
der Waals interactions [24–27]. Pople’s triple zeta basis set 6-311
++G(d,p) with diffuse functions for O, F, N and H atoms was used.
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Fig. 1. Schematic presentation of the geometries of cluster a1–c2. Red, cyan, blue and white spheres stand for oxygen, fluorine, nitrogen and hydrogen atoms respectively.
Yellow dashed lines indicate the hydrogen bonds described in Table 1. Blue dashed lines in a5–a9 are used to represent the peripheral hydrogen bonds responsible for push-
pull mechanism. The components, labels and symmetry of each cluster is also given. (For interpretation of the references to color in this figure legend, the reader is referred to
the web version of this article.)

252 Y. Tao et al. / Chemical Physics Letters 685 (2017) 251–258
This basis set provides an accurate description for these molecular
clusters [28–30]. The DFT calculations were conducted using a
pruned (99,590) UltraFine integration grid [31,32] and the geome-
try optimization was imposed with a tight convergence criterion to
guarantee the accurate calculation of the Hessian matrix which
was used for adiabatic local mode analysis.

The geometries of two additional small water clusters (hexamer
and tetramer) shown in Fig. 2 were constructed based on the
geometry of water dimer[1] in a1, constrained by Cs symmetry.

The electron density was calculated at the xB97X-D/6-311G+
+(d,p) level of theory. The charge transfer was analyzed based on
calculated NPA charges [33,34].

The intrinsic bond strength of the H-bond was determined by
the local H-bond stretching force constant ka [22,17] derived from
the corresponding local vibrational mode [16].

The covalent character of the H-bonds was estimated via the
calculation of the delocalization energy DEdel, which can be under-
stood as the stabilization energy due to the charge transfer from
one or more (if present) lone pair orbital(s) of the X atom of the
hydrogen bond acceptor to a r� antibonding X0-H orbital of the
hydrogen bond donor through the overlap between the two orbi-
tals. The amplitude of DEdel was characterized for a given X. . .X0-
H interaction by a second order perturbation theory analysis of
the Fock matrix in the NBO basis [34].

The nature of the H-bond was further characterized by the local
energy density Hb at the (3,-1) bond critical point rb(BCP) [35,36].
The Cremer-Kraka criteria were applied to quantitatively identify
the covalent bonding character: (i) A BCP and zero-flux surface
must exist between the two atoms, for which chemical bonding
is expected (necessary condition). (ii) The local energy density Hb

must be less than zero in the case of covalent bonding (sufficient
condition). Positive values of Hb indicates that the bond in question
is dominated by electrostatic interactions [37]. This descriptor has
been extensively used in the studies of chemical bonds to deter-
mine whether a bond is covalent or non-covalent [38,39], including
pnicogen bonds, [21] halogen bonds, [20] and hydrogen bonds
[1,22,23].

Apart from characterizing the charge transfer within the
H-bond dimer using the NBO analysis, we also calculated the
difference density distribution DqðA . . .B; rÞ ¼ qðAB; rÞ � ðqðA; rÞþ
qðB; rÞÞ[40], to describe the formation of the complex AB where a
hydrogen bond is found between monomers A and B with regard



Fig. 2. Electron difference density distribution Dq shown as the �0.0002 e/Bohr3 isosurface. Blue surface indicates electron depletion, red is increased electron density region.
Top: 20–02 type H-bond in the center with a push-pull effect. Bottom: 01–10 type H-bond in the bottom with an antipush-antipull effect. (For interpretation of the references
to color in this figure legend, the reader is referred to the web version of this article.)
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to the change of the electron density distribution. The push-pull
effect caused by peripheral molecules can be made visible with
the help of the above formula. Besides taking only one monomer
as the H-bond donor(D) and one as acceptor(A) for the hydrogen
bond in question, we defined a generalized H-bond donor (D⁄)
and acceptor (A⁄) which include D and A respectively but can have
more than one monomer. Within the complex of D⁄ or A⁄, the
monomers are connected via peripheral hydrogen bonds, which
need to be distinguished from the targeted H-bond in the center.
In this way, the influence of these peripheral monomers on
the central DA dimer complex in H-bonding can be assessed
from Dqðpush� pullÞ ¼ DqðD� . . .A�

; rÞ � DqðD . . .A; rÞ = qðD�A�
; rÞ�

qðD�; rÞ � qðA�
; rÞ � qðDA; rÞ + qðD; rÞ þ qðA; rÞ [23]. As an example,

the molecular cluster a4 in Fig. 4 has its polarization effect on the
bottom hydrogen bond arising from the four peripheral waters
visualized accordingly.
All vibrational modes as well as the local mode analysis were
carried out with the program package COLOGNE2017 [41],
whereas for the DFT calculations, the program package Guassian09
[42] was used. Difference densities and NBO orbitals were plotted
with the Multiwfn program [43].
3. Results and discussion

Fig. 1 summarizes the 13 molecular clusters investigated in this
work labeled with a1–a9, [44] b1–b2 and c1–c2. In each cluster,
we have one target H-bond in question with regard to the push-
pull effect shown in yellow dashed lines. For clusters with high
symmetry, we have several symmetry equivalent target H-bonds
[3–5,2]. Properties of the target H-bond are summarized in Table 1
including the notation of H-bond type, bond length R, local



Table 1
Properties of the target H-bond of clusters a1–a9, b1–b2 and c1–c2.a

Cluster # Complex Type R ka DEdel Hb

a1 (H2O)2 00–00 1.9158 0.199 9.67 +0.002299
a2 (H2O)3 01–00 1.9659 0.168 8.15 +0.002352
a3 (H2O)3 00–10 1.9666 0.165 8.11 +0.002312

a9-II (H2O)6 10–01 1.7969 0.265 16.86 +0.000383
a4 (H2O)6 10–01 1.7261 0.359 22.51 �0.001673

a9-III (H2O)6 10–01 1.7156 0.344 24.29 �0.002485
a8-I (H2O)6 10–02 1.8080 0.251 18.05 �0.000213
a9-IV (H2O)6 10–02 1.7161 0.344 25.13 �0.002759
a8-III (H2O)6 20–01 1.7544 0.297 20.52 �0.001022
a9-I (H2O)6 20–01 1.6997 0.328 25.98 �0.003107
a7-II (H2O)6 20–02 1.7530 0.311 22.17 �0.001500
a8-II (H2O)6 20–02 1.6831 0.328 30.71 �0.005091
a7-I (H2O)6 20–02 1.6692 0.366 32.17 �0.005725
a5 (H2O)9 20–02 1.6106 0.395 38.67 �0.008851
a6 (H2O)10 20–02 1.6103 0.399 38.57 �0.008770
b1 (HF)2 00–00 1.8277 0.182 8.38 +0.002529
b2 (HF)6 10–01 1.5524 0.420 30.93 �0.004162
c1 (NH3)2 00–00 2.2080 0.117 6.40 +0.001782
c2 (NH3)6 10–01 2.0847 0.178 11.83 +0.001361

a Hydrogen bond length R in Å, local stretching force constant ka in mdyn/Å, delocalization energy DEdel = DElpðXÞ!r�ðX0�HÞ in kcal/mol (X = X0 = O, F or N), local energy density
Hb in Hartree/Bohr3.
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stretching force constant ka, the delocalization energy DEdel and
local energy density Hb. Fig. 2 illustrates the push-pull effect using
the electron density difference (EDD) of the H-bond in water. The
opposite effect, coined as antipush-antipull effect is also shown.
In Fig. 3, the NBOs responsible for the dominating
lpðXÞ ! r�ðX 0 � HÞ charge transfer leading to stabilization are
shown for the H-bond donor and also acceptor within H-bond
dimer for a1, b1 and c1. In Fig. 4, the push-pull effect for a specific
H-bond is visualized via electron density difference maps for the
hexamer rings of H2O, HF and NH3(clusters a4, b2 and c2
respectively).
Fig. 3. Charge transfer in the formation of a hydrogen bond implies electron
delocalization of lone pair electrons in Lp(X) orbital (red and blue lobes on the right
as H-bond acceptor) into the unoccupied r�(X0-H) antibonding orbital (brown and
green lobes on the left as H-bond donor). For H2O and HF, only one of the lone pair
orbitals is shown here as the dominating one with regard to DEdel . (For interpre-
tation of the references to color in this figure legend, the reader is referred to the
web version of this article.)
3.1. Different types of H-bonds

We showed in previous work [23] how the properties of a H-
bond donor and acceptor are affected by the surrounding mole-
cules. We used a 4-digit notation (iajd � kald) in order to distinguish
between different kinds of H-bonding. In this work, we will use the
same notation.

We use 00–00 to denote the H-bond in a dimer structure. If the
donor water accepts 1 H-bond from other water molecules, we add
1 to ia and if the donor water donates 1 extra H-bond to a periph-
eral water which needs to be distinguished from the acceptor
water of 00–00 H-bond, we add 1 to jd. This rule also applies to
the acceptor water as the (iajd) part is for the donor while acceptor
water is determined by the (kald) part.

We have found in our previous studies on the water clusters
that for some specific types of H-bond, the intrinsic H-bond
strength based on local stretching force constant ka is remarkably
higher or lower than for some other types [23]. Similar observa-
tions were also made in this work (see Table 1).
3.2. Definition of the push-pull effect

In order to define the push-pull effect in H-bonding, three major
ingredients are needed, including (i) the way how the H-bond
donor and acceptor molecules interact with peripheral molecules
via peripheral H-bonding, (ii) the electron density difference Dq
(push-pull) showing the influence of peripheral molecules on the
central H-bond contained within a dimer structure and (iii) the
intrinsic H-bond strength characterized by ka. This definition of
the ‘‘push-pull” effect must not be confused with the originally
use of the term ‘‘push-pull” effect proposed by Kleinpeter [45]
for the description of covalent p bonding.

If a specific H-bond of a molecular complex AB connected via H-
bonding is to be studied, it is insufficient if just to focus on the A
and B monomer. It is necessary to include those molecules that
directly interact with the donor and acceptor as these peripheral
molecules may lead to a significant change in the electronic struc-
ture of the H-bond in question via polarization.

For the (H2O)6 cluster shown on top of Fig. 2, the H-bond in the
central dimer can be classified as 20–02 type, namely the H-bond
donor water on the left hand side accepts 2 external H-bonds while
the H-bond acceptor on the right hand side donates 2 external



Fig. 4. Electron density difference maps of Dqðpush� pullÞ for hexamer rings. The target H-bond is identified by the red box. Upper: a4; Lower left: b2; Lower right: c2. Red
mesh surfaces depict a density increase while blue mesh surfaces for density decrease. Isovalue for surfaces is �0.001 e/Bohr3. (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)
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H-bonds to other water molecules. The electron density difference
distribution is calculated by subtracting from the density of the
whole hexamer that of the trimer on the donor and acceptor side
as well as that of the dimer in the center then adding that of the
donor and acceptor water of 20–02 H-bond (short notation: 6–
2 � 3–2 + 1 + 1). This EDD map shows how the 4 peripheral water
molecules polarize the H-bond in the central water dimer. On the
acceptor side, these two peripheral water molecules which accept
H-bonds have their lone pairs pointing to this acceptor water.
These lone pairs increase the electron density distribution in the
central H-bond region by polarization(labeled as ① in red color).
We name this polarization as ‘‘push”. On the donor side of 20–02
H-bond, two additional water molecules donating extra H-bonds
further polarize the electron density. For this 20–02 H-bond, the
donor OH covalent bond has a decreased density around the H
atom(② in blue color), then it has an increased density towards
the donor O atom (③ in red color). These two peripheral waters
withdraw electron density from the central H-bond region, so we
say they can ‘‘pull” electron density. When we combine the polar-
ization effect both on the acceptor side and on the donor side, the
comprehensive effect is summarized as ‘‘push-pull” effect.

We note that between the donor oxygen and the acceptor oxy-
gen within this 20–02 H-bond, there is a region in which electron
density is decreased (④ in blue color), which we will discuss
below.
For the assurance of the validity of the definition of the push-
pull effect, we checked other water clusters, for example the tetra-
mer shown on the bottom of Fig. 2. Here we reverted all polariza-
tion effect on the central targeted H-bond in 20–02 simply by
changing it into the 01–10 H-bonding situation where the donor
water accepts no H-bonds but needs to donate 1 extra H-bond
and the acceptor water accepts 1 extra H-bond while donating
no H-bonds. As a result, the acceptor water has to direct its second
lone pair to the water fromwhich it accepts another H-bond, so the
central H-bond region has a decreased electron density (① in blue
color). Such a polarization can be coined as the opposite to ‘‘push”
as ‘‘anti-push” effect. On the other hand, the water to which the
donor water’s extra H-bond points has its lone pair electrons ori-
ented to one of the OH bonds of the donor water. This leads to
the density increase in region ② and decrease in region ③. Such
a distribution pattern is opposite to its counterpart in 20–02, thus
we call this ‘‘anti-pull” effect.

3.3. Intrinsic H-bond strength, change transfer and covalency

Table 1 provides a summary of 15 different H-bonds found in 9
clusters of H2O, in addition to 4 H-bonds in clusters of HF and NH3.

Taking the 00–00 H-bond in the dimer a1 as the reference, we
find that the 01–00 and 00–10 H-bonds in a2 and a3 resulting from
an anti-pull and anti-push effect respectively, are characterized by
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longer bond lengths, decreased intrinsic bond strengths, smaller
delocalization energies and more positive Hb values. In contrast,
the other H-bonds of the type X0-0Y (X,Y > 0) for which the
push-pull effect plays a dominant role have shorter and stronger
bonds. The charge transfer is more pronounced and they are of
covalent character, as reflected by negative Hb values. There is
one exception, the relatively weak 10–01 H-bond in a9-II has a
small positive Hb value, see Table 1.

While all of the H-bonds supported by peripheral push- and
pull H-bonds are stronger than the 00–00 H-bond without any
push–pull effect, the H-bonds of type 10–02, 20–01 or 20–02
are not necessarily stronger than the 10–01 H-bonds, even
though they seem to be strengthened by a larger number of the
push-pull molecules. The reason for this observation is that the
magnitude of the push and pull effect varies from one H-bond
to another. A closer examination of the results reveals that stron-
ger pushing and pulling H-bonds can render a significant increase
in H-bond strength, while weaker pushing and pulling H-bonds
offer limited increase of intrinsic bond strength. The strongest
H-bonds with local stretching force constant ka values up to
0.39 mdyn/Å are found for the 20–02 type. This implies that there
exists an upper bound with regard to the intrinsic bond strength
for each push-pull type, given that the number of H-bonds stud-
ied is large enough to cover as many H-bonding possibilities as
possible.

The NBO analysis carried out by Reed et al. [46] suggests that
charge transfer plays an important role in the formation of H-
bonds. In our work, the results of the NBO analysis show that the
most stabilizing factor within a H-bond dimer complex is the inter-
action between the lone pair orbital(s) of the H-bond acceptor
LpðXÞ and the r� anti-bonding orbital of the X 0 � H covalent bond
with the H-bond donor pointing to the acceptor atom X. Fig. 3
shows the shape of the NBOs of LpðXÞ and r�ðX0 � HÞ from which
the dominating stabilization in H-bonding is established. These
NBO plots are consistent for the dimer of H2O, HF and NH3. Fur-
thermore, if one takes a closer look at the space between atoms
X and X 0, in total 4 lobes can be identified. The four different
regions, labeled 1–4 in Fig. 2 directly match the four lobes shown
in Fig. 3 from left to right as green-③, brown-②, red-① and then
green-④.

It is interesting to note that for H-bonds in water, the variation
in the delocalization energy DEdel characterizing the charge transfer
from LpðXÞ to r�ðX 0 � HÞ is consistent with the change of local
stretching force constant ka; the more charge transfer a H-bond
has, the stronger is this H-bond, see Table 1. However, there are
two expections, complexes a9-II and a8-I. They possess the weak-
est H-bonds, (ka values of 0.265 and 0.251 mdyn/Å respectively)
compared to the other push-pull H-bonds, (ka values in the range
of 0.297–0.399 mdyn/Å). The Hb values of these two H-bonds are
less negative than for the other push-pull H-bonds. The 10–01 H-
bond in a9-II is a borderline case with a small positive Hb value.
Therefore, according to the Cremer-Kraka criteria [37,38], this H-
bond is dominated by classical electrostatic interactions.

The electrostatic interaction in H-bonding has been a controver-
sial topic since the first recognition of the H-bond phenomenon
[47]. For example, Weinhold and co-workers proposed that the
driving force of the formation of a H-bond is charge transfer, while
classical electrostatic forces as well as dispersion forces are of
minor importance [48]. They even discussed the ‘‘anti-
electrostatic hydrogen bond” [49], in which classical electrostatic
forces are destabilizing and only charge transfer plays the leading
role.

We clearly identify the H-bonds in a1–a3 as dominated by elec-
trostatic interactions rather than by charge transfer. (i) They are
characterized by positive Hb values, indicating the increased
weight of electrostatic interactions over covalent character (see
Table 1); (ii) The charge transfer is diminished (characterized by
decreased DEdel values) via the anti-push or anti-pull effect. For
the 10–01 H-bond in a9-II, although the charge transfer is
increased compared to the H-bond in water dimer, the covalent
contribution from charge transfer is still not as important as the
electrostatic forces. So that the local energy density remains posi-
tive, but its value is less positive than that for the 00–00 H-bond.
When the delocalization energy is increased to 18.05 kcal/mol for
the H-bond in a8-I, the local energy density immediately turns
negative, indicating the dominance of charge transfer over classical
electrostatic forces. The other push-pull H-bonds of water investi-
gated in this work are of covalent nature as indicated by negative
Hb values and dominated by charge transfer, as reflected by the
data in Table 1. It is interesting to note that the local energy density
Hb increases with increasing delocalization energy DEdel, and no
exceptions are identified. This correlation (see Fig. 1 in Supporting
Information) suggests that both, the local energy density Hb and
the delocalization energy DEdel are reliable descriptors of charge
transfer/covalency; where the local energy density in addition
allows to distinguish between covalent and the electrostatic
interaction.

Apart from the H-bonds in water, we have also studied the H-
bonds in the HF and NH3 clusters with regard to the push-pull
effect. The dimer structures a1, b1 and c1 can be directly com-
pared as well as the ring hexamer structures a4, b2 and c2
respectively for H2O, HF and NH3. The result shows that the H-
bonding in the case of HF is most sensitive to the push-pull effect
as it has the largest increase in bond strength and charge transfer.
Furthermore, it adapts more covalent character when it is chan-
ged from 00–00 type to 10–01 type, in the same way as this hap-
pens for H2O. In contrast the H-bonding in the case of NH3 is least
responsive to the push-pull effect, as it has the least increase in
the local stretching force constant and the delocalization energy.
It remains dominated by the classical electrostatic forces regard-
less of pushing and pulling H-bond neighbors. This is illustrated
by the electron density difference plots for the hexamer rings of
a4, b2 and c2 shown in Fig. 4. The HF hexamer ring b2 has the
largest electron density accumulation region, while such a region
cannot be found in the case of NH3 hexamer ring c2. These obser-
vations can be explained by the fact that the HF molecule has up
to 3 lone pairs while H2O and NH3 has only 2 and 1 lone pairs
respectively, so that HF molecule shows the most response to
the push-pull effect in H-bonding.
4. Conclusions

In this work, we have for the first time defined the concept of
the push-pull effect in H-bonds and examined this effect for 13
molecular complexes. This investigation has led to a series of inter-
esting results.

(1) The characteristic EDD map of Dqðpush� pullÞ shows that
the push-pull effect is a real and observable change in the
electronic structure in H-bonding. The push-pull is a general
effect and exists in H-bonded clusters constituted by mono-
mers of the same type.

(2) The intrinsic H-bond strength is directly related to the push-
pull effect. The larger is the push-pull effect, the larger is the
H-bond strengthening. A H-bond can be weakened if it is
under the influence of the anti-pull or the anti-push effect.
The mixing of push-pull effect and the antipush-antipull
effect may lead to an interesting competition and a variety
of H-bond possibilities. This will be part of a future
investigation.
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(3) The strong correlation between the NBO diagrams (LpðXÞ
and r�ðX 0 � HÞ) and the Dqðpush� pullÞ EDD maps with
regard to the central H-bond region indicates the origin of
push-pull effect is the enhanced charge transfer which is
responsible for the H-bonding stabilization. Furthermore,
the more charge transfer a H-bond has, ideally the stronger
this H-bond can be.

(4) Among the clusters studied in this work, the HF clusters are
more responsive to the push-pull effect than H2O and NH3

clusters. H-bonds in NH3 clusters are not influenced signifi-
cantly with regard to their intrinsic bond strength and bond-
ing nature. Similar observations are to be expected for the
clusters of H2S, HCl and PH3. Work is in progress to demon-
strate this.

(5) The push-pull effect can increase the covalent character of a
H-bond via enhanced charge transfer. Increased covalency
can change the nature of a H-bond depending on whether
the covalent character can override the electrostatic charac-
ter. If so, the H-bond will be more like a covalent bond
although H-bonds are generally weaker than normal cova-
lent bonds.

(6) The H-bonds in the dimer structure of H2O, HF and NH3 are
dominated by electrostatic force. However, one can find H-
bonds which are dominated by covalent character in the
clusters of H2O or HF.

(7) Contrary to Stones’ claim that ‘‘it is a serious error to use
NBO method in analyzing intermolecular interactions”
[50], apparently the NBO analysis remains still a powerful
tool for H-bonding studies in two ways: (i) the NBO dia-
grams shown in Fig. 3 is closely related to the EDD maps
characterizing Dqðpush� pullÞ; (ii) the variation in the quan-
titative measurement of the amplitude in charge transfer
DElpðXÞ!r�ðX0�HÞ is consistent with the change of ka and Hb.
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