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ABSTRACT: A diverse set of 100 chalcogen-bonded complexes
comprising neutral, cationic, anionic, divalent, and double bonded
chalcogens has been investigated using ωB97X-D/aug-cc-pVTZ to
determine geometries, binding energies, electron and energy density
distributions, difference density distributions, vibrational frequencies, local
stretching force constants, and associated bond strength orders. The
accuracy of ωB97X-D was accessed by CCSD(T)/aug-cc-pVTZ
calculations of a subset of 12 complexes and by the CCSD(T)/aug-cc-
pVTZ //ωB97X-D binding energies of 95 complexes. Most of the weak
chalcogen bonds can be rationalized on the basis of electrostatic
contributions, but as the bond becomes stronger, covalent contributions
can assume a primary role in the strength and geometry of the complexes. Covalency in chalcogen bonds involves the charge
transfer from a lone pair orbital of a Lewis base into the σ* orbital of a divalent chalcogen or a π* orbital of a double bonded
chalcogen. We describe for the first time a symmetric chalcogen-bonded homodimer stabilized by a charge transfer from a lone
pair orbital into a π* orbital. New polymeric materials based on chalcogen bonds should take advantage of the extra stabilization
granted by multiple chalcogen bonds, as is shown for 1,2,5-telluradiazole dimers.

1. INTRODUCTION

Chalcogen bonding (ChB, which in the following is also used
for chalcogen bond and chalcogen-bonded) is the noncovalent
interaction between an electrophilic region of a chalcogen atom
(S, Se, and Te) with a Lewis base in the same molecular entity
(intramolecular ChB) or with another molecule (intermolec-
ular ChB). Similar to other interactions involving the main
block elements, such as halogen bonding (XB) and pnicogen
bonding (PnB), the ChB is a secondary bond interaction (SBI).
The term SBI was coined by Alcock in 19721 based on
crystallographic data and is used to designate interactions that
are longer than covalent bonds but shorter than the sum of the
van der Waals radii of the atoms involved. SBIs typically form a
close to linear angle with the covalent bond formed by the
central atom (e.g., a halogen, chalcogen, or pnicogen) and its
most electronegative ligand.1−3

Although less explored than hydrogen bonding (HB) or XB,
the ChB has a great potential, with applications in a myriad of
different fields. In supramolecular chemistry, ChBs are used to
synthesize columnar structures,4−6 macrocycles,7 rotaxanes,8

and ribbon-like polymeric structures formed by chalcogenadia-
zoles derivatives.9−18 In biochemistry, ChBs are found to
control to some extent the tertiary structure of several proteins,
suggesting that they could be used for protein engineering.19,20

ChBs also play key roles in biological processes. For example,
the mechanism of regioselective deiodination of thyroid
hormones catalyzed by selenoenzymes involves a cooperative
ChB and XB.21 Besides that, ChB finds application in

catalysis22−24 ion sensing and transport,8,25−27 materials with
nonlinear optic properties,14,17 substrate recognition,28 and
drug design.29−32

Experimentally, the ChBs are accessed mostly via NMR
chemical shifts and coupling constants,8,33−36 the analysis of
bond distances and angles in X-ray crystallographic struc-
tures,2,19,20,32,37 and the analysis of UV−vis absorbance and
emission spectra.16,25,26

Theoretical investigations on ChBs are mostly based on
quantum mechanical calculations utilizing second order Mø
ller-Plesset perturbation theory38−51 or density functional
theory (DFT),27,43,52−56 where the accuracy of these methods
are often validated by high accuracy CCSD(T) single point
energy calculations of a subset of complexes.24,48−50,57−63

These investigations were carried to better understand: (i) the
ChB bonding mechanism, (ii) the dominant forces involved in
the formation of the ChB, (iii) the high directionality of the
ChBs,53,64−67 (iv) the strength of the ChB and how it can be
fine-tuned (v) to compare ChB with other SBIs (vi) and to
support experimental analyses.
A comparison of ChB with XB, HB, PnB, or tetrel bonding

was carried out by several authors.27,53,60,68−82 The bonding
mechanism of these SBIs have many common features, e.g.,
they all involve an electrostatic and a covalent part. The
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electrostatic part is due to a Coulomb attraction between the
negative electrostatic potential at the lone pairs lp(A) or π-
bond of a Lewis base and a region of positive electrostatic
potential collinear to the covalent bond formed between a
pnicogen (in PnB), chalcogen (in ChB) or halogen (in XB) and
its most electronegative substituent (the so-called σ-hole
region64,83,84). The covalent part is due to a charge transfer
(CT) from the lp(A) orbital of the Lewis base into the σ*(XE)
orbital (E is a pnicogen (for PnB), chalcogen (for ChB) or
halogen (for XB) and X is the most electronegative
substituent), thus leading to a 2e-delocalization and stabiliza-
tion of lp(A) (as shown on Figure 1). The magnitude of the 2e-

delocalization is proportional to lp−σ* orbital overlap and
inversely proportional to the energy gap Δϵ(2e) between lp(A)
and the σ*(XE) orbital. A slightly different CT mechanism can
take place in sp2 hybridized48−50,77−79,85−88 and hypervalent
chalcogens,40,42,43,45where charge is transferred from the lp(A)
into an empty π*(XE) orbital, which is higher in energy
compared to the σ*(XE) orbital (thus has a smaller Δϵ(2e)
energy gap).
XBs tend to form stronger interactions than PnB or ChB,

when combined with an electronegative substituents such as
F.75 However, for less electronegative substituents, ChB, PnB,
and XB are of comparable strength.43,72,74 The ChB strength
can be enhanced by an anionic chalcogen donor89 or a cationic
chalcogen.41,44,47 These strong interactions, classified as charge
assisted ChBs, can have binding energies (ΔE) as high as 54.7
kcal/mol.89

The energy decomposition analysis of various ChB
complexes , based on symmetry adapted theory
(SAPT)24,39,42,48,57,62,63,72,78 or other energy decomposition
schemes49−51,74,79,90 clearly shows that the dominant contribu-
tions to ChB are system dependent. Very weak and weak ChBs
depend on an interplay between dispersion and electrostatic
contributions,38,39,48,62,78,91 whereas induction plays an essential
hole in normal and strong ChBs.42,89 Alternatively, the nature
of the ChBs can be classified as covalent or electrostatic
according to the electron density distribution, its Laplacian or
the energy density distribution at the electron density critical
bond point.35,44,45,56,81,92

Gleiter and co-workers38,39 performed MP2 calculations and
SAPT analyses of chalcogen bonds in X(CH3)E···E(CH3)2 (X
= CH3, CCH or CN and E = O, S, Se, Te) complexes. From
the ΔE and the interatomic distances they concluded that the
ChB becomes stronger with increasing polarizability of the
chalcogen atom and polarizing power of the substituent

collinear to the ChB. SAPT based energy decomposition
analyses showed that electrostatic contributions dominate only
for complexes where one of the chalcogens is S or O.
The combination of experimental and theoretical studies led

to important insights about ChB strength and nature. Tomoda
and co-workers carried out a series of experimental and
theoretical studies of intramolecular chalcogen bonds between
Se and N, O, F, Cl, and Br heteroatoms in selenobenzyl
derivatives.33−36 The ChBs were accessed experimentally
through the analysis of NMR chemical shifts and coupling
constants. Binding energies were estimated by variable
temperature NMR analysis. The natural bond orbital (NBO)
analysis was used to describe CT. Solvents with different
dielectric constants were used to evaluate the role of
electrostatic contributions. They found that the strength of
the ChB increases with the electron-donating ability of the
heteroatoms35 F < O < N and decreases for heavier
heteroatoms36 F > Cl > Br. Several of these ChB were
considered to have a strong covalent character, with some
electrostatic influence.36 In another combined theoretical and
experimental investigation Vargas-Baca and co-workers90,93,94

performed theoretical and experimental studies on the ChBs
between S, Se, Te, and N in 1,2,5-chalcogendiazole dimers.
They concluded that Te···N interactions were as strong as
hydrogen bonds and suitable to guide supramolecular
formation. Further studies from the same group led to the
development of new optically active materials based on
telluradiazole derivatives.17,95,96

Although ΔE values and their (model dependent) decom-
position into electrostatic, induction, dispersion and exchange
components may provide useful information about the
stabilizing forces involved in the formation of ChB complexes,
they can give only a limited insight into the intrinsic strength of
a bond.75,97,98 ΔE measures the stabilization brought by
complexation in an unspecific way, where the interaction
between all atoms are accounted for, including secondary
contributions unrelated to the atom−atom interaction of
interest. ΔE is also flawed by energetic contributions from
geometry and electronic relaxation processes that accompany
bond dissociation. Although interatomic distances are free from
these problems, they depend on the effective covalent radii of
the atoms involved, which vary significantly for atoms of
different periods of the periodic table (PT) and also depend on
the nature of their substituents.99−101

A more suitable parameter capable to measure the intrinsic
strength of a bond is the Konkoli−Cremer local stretching
force constant,102−104 derived from a mass-decoupled equiv-
alent of Wilson’s vibrational equation,105 and therefore, free
from mode−mode coupling. The local stretching force constant
measures the curvature of the potential energy surface between
the two atoms involved by applying an infinitesimally small
perturbation to the bond length. Since the local stretching force
constant is a second order response property, it is extremely
sensitive to differences in the electronic structure (e.g., caused
by changing a substituent), with the advantage that it captures
only electronic effects associated with the intrinsic strength of
the atom−atom interaction being analyzed.106 The analysis of
the local stretching modes and other local vibrational modes
were successfully employed to investigate the strength of
covalent bonds, weak interactions (such as HB, XB, PnB), and
also to derive more reliable electronic parameters to describe
3c−4e bond character, aromaticity and transition metal−ligand

Figure 1. Peturbation molecular orbital showing the 2e-delocalization
of an electron lone pair at the Ch acceptor (A) into the σ*(XE) orbital
of the Ch donor.
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bonds. These and other applications are summarized on Table
1.

In the present study we will provide for the first time a
quantitative analysis of the intrinsic strength of 100 ChB,
aiming at answering the following questions:

(i) Can we describe the ChB mechanism and strength
trends in simple but insightful terms?

(ii) How strong and covalent are the ChBs in neutral and
charged complexes? Do electrostatic and covalent
contributions always support each other?

(iii) How does the Lewis base influence the strength of the
ChB?

(iv) How do the substituents colinear and orthogonal to the
ChB affect the strength of the interactions?

(v) Can a sp2-hybridized chalcogen form a strong ChB?
(vi) What type of molecules are more suitable for new

materials based on ChB?

These questions will be addressed by the investigation of 100
neutral and charge assisted ChB complexes shown in Figure 2.
In section 2, we describe all quantum-chemical tools employed
in this work. The interplay between decisive electronic effects
and ChB strength trends are clarified in section 3. In the last
section we draw the conclusion and provide an outlook on
important aspects of the ChB to be explored for the
development of new materials.
The chemical structures of the ChB complexes in the present

work will be denoted by X(Y)E···ARn where X(Y)E is the
chalcogen donor (Ch donor), composed of a chalcogen atom
E, its X ligand collinear to the ChB, and the Y ligand orthogonal
to the ChB, which will be given in parentheses. The ChB is
denoted by three dots and the ARn is the chalcogen acceptor
(Ch acceptor) formed by a heteroatom A and its ligands R.

2. COMPUTATIONAL METHODS
To define a reliable method of accessible computational costs
to be employed for the investigation of all 100 ChB complexes
(Figure 2), the accuracy of MP2107 and three popular exchange-
correlation functionals, B3LYP-D3108,109 (including D3(BJ)
dispersion correction110,111), M06-2X,112 ωB97X(-D)113,114

(with and without empirical dispersion corrections D) was
tested against CCSD(T) (coupled cluster theory including all
singles, doubles and perturbative triple excitations)115 calcu-
lated ChB distances r(EA), ΔE and ChB local stretching force

constants ka(EA) for a small set of 12 sulfur containing ChB
complexes (Tables S1−S3 of the Supporting Information).
The geometry of these 12 complexes were optimized and the

analytical frequencies were calculated utilizing CCSD(T) and
Dunning’s augmented triple-ζ basis set aug-cc-pVTZ,116−118

which contain diffuse basis functions to describe the charge
distribution of highly polarizable anions, heteroatoms, and the
dispersion interactions in noncovalently bonded complexes.
The ΔE values, corrected for the basis set superposition error
(BSSE) employing the counterpoise correction procedure,119

r(EA) and ka(EA) values obtained at CCSD(T)/aug-cc-pVTZ
level were then compared with MP2, B3LYP-D3, ωB97X, and
ωB97X-D values. All calculations were performed with tight
convergence criteria (SCF (self-consistent field), 10−9;
geometry iterations; forces, 10−6 hartree/bohr), employing
aug-cc-pVTZ basis set. The DFT calculations were done with a
superfine integration grid.120

All methods were able to reproduce CCSD(T) ΔE, r(EA)
and ka(EA) values reasonably well (Tables S1−S3). MP2
provided more accurate ΔE, whereas the long-range corrected
hybrid density functional with dispersion correction ωB97X-
D113,114 had lower deviations for the r(EA) values and a smaller
maximum deviation for the ka(EA) values. Inclusion of
dispersion correction in ωB97X-D improved r(EA) and
ka(EA) values but had a smaller impact on ΔE. Because of its
lower computational cost compared to MP2 and its accurate
r(EA) and ka(EA) values, ωB97X-D was then picked as the
method of choice to be applied for the study of the complete
set of 100 ChB complexes (Figure 2).
The BSSE-corrected ΔE values of complexes 1−100 were

calculated at the ωB97X-D/aug-cc-pVTZ(-PP) level, where
relativistic effective core potentials (pseudo potentials PP) were
used for Te, Se, and As.121 For complexes 1−93, the BSSE-
corrected CCSD(T)/aug-cc-pVTZ(-PP)//ωB97X ΔE values
were also calculated to provide an estimate of the reliability of
the ωB97X-D/aug-cc-pVTZ(-PP) calculations throughout the
role set (Table 2). The analysis of the local stretching force
constants ka of the ChBs was simplified by converting to bond
strength orders (BSO n) using a power relationship:101,122

=n a k( )a b
(1)

Here the constants a = 0.372 and b = 0.657 were determined
from the ka values of two references of well-defined bond order
(in the present work the NO single bond in H2NOH with ka =
4.497 mdyn/Å was considered to have a BSO n = 1 and the
NO double bond in HNO with ka = 12.918 mdyn/Å was
considered to have a BSO n = 2). It was further assumed that a
ka of zero results in a BSO n equals to zero.
The important role of 3c−4e and other multicenter bonding

mechanisms in connection with ChB was emphasized by
several authors.61,123−125 However, no quantitative assessment
of the 3c−4e character of ChB complexes was made so far.
Previously, we defined a quantitative parameter based on the
BSO to measure the 3c−4e character of XB complexes,75,97,98

which can easily be extended to ChBs. Considering that a 3c−
4e bond is formed when the X, E and A atoms in the ChB
complex adopt a symmetrical arrangement (e.g., SF4 or SF3

−).
The three atomic orbitals involved lead to the formation of
three molecular orbitals. Four electrons fill the bonding and
nonbonding orbitals leaving the antibonding orbital unoccu-
pied, resulting in XE and EA bonds of same strength and
covalent character. A quantitative way to determine how close
an asymmetric complex is to a symmetric 3c−4e bond situation

Table 1. Previous Applications of the Local Mode Analysis

topics references

weak bonds:
hydrogen bonding 142−147
halogen bonding 75, 97, 148
pnicogen bonding 129, 130, 149

new electronic parameters
aromaticity index 98, 150, 151
generalized Tolman parameter 106, 152, 153
generalized badger rule 101

covalent bonds
the strongest bond in chemistry 122
long carbon−carbon bonds 154
carbon−halogen bonds 155, 156
bond strength bond length relationship 99−101
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is given by the ratio n(XE)/n(EA) × 100, If this ratio leads to
unity, 3c−4e bonding is fulfilled by 100%. Values smaller than
100% indicate a partial 3c−4e character.
Local properties of the electron density distribution, ρ(r),

and the energy density distribution, H(r) = G(r) + V(r) (G(r),
kinetic energy density (positive, destabilizing); V(r), potential
energy density (negative, stabilizing)), were computed at the
ωB97X-D/aug-cc-pVTZ(-PP) level of theory. The Cremer−
Kraka criteria for covalent bonding were applied.126−128 These
associate a negative and therefore stabilizing energy density at
the bond critical point rb (H(rb) = Hb < 0) with dominant
covalent character, whereas a positive (destabilizing) energy

density (Hb > 0) is associated with a predominant electrostatic
interaction.
Similar to that for PnB and XB,75,97,129,130 the covalent

character of the ChB is determined by the CT from the lp(A)
of the Ch acceptor to the antibonding σ*(EX) orbital (π*(EX)
for an sp2 hybridized chalcogen) of the Ch donor, which can be
assessed by calculating the NBO delocalization energy
ΔE[lp(A) → σ*(EX) (or π*(EX))]= ΔE(del). The magnitude
of ΔE(del) was determined by second order perturbation
theory.131

In all complexes, CT was found to involve frontier molecular
orbitals (Figures S1 and S2), where the highest occupied

Figure 2. Schematic representation of complexes 1−100.
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molecular orbital (HOMO) of the Ch acceptors is the lp(A)
orbital, and the lowest unoccupied molecular orbital orbital
(LUMO) of the Ch donors is the σ*(EX) for divalent
chalcogens and π*(EX) for double bonded chalcogens. Orbital
energies calculated at the HF/6-31g(d) level were used to
measure the electron donor ability of the Ch acceptors (Figure
S1) and electron acceptor ability of the Ch donors (Figure S2),
where a HOMO of higher energy or a LUMO of lower energy
results in a smaller HOMO−LUMO energy gap (Δϵ) and
therefore, in a stronger CT. Because of the basis set
dependence of orbital energies, vertical ionization potentials
calculated at CCSD(T)aug-cc-pVTZ(-PP)//ωB97X-D were
used to compare the electron donor ability of Ch acceptors
of different periods.
The electrostatic attractive capabilities of the monomers were

accessed by investigating the electrostatic potential V(r)
mapped on the 0.001 e/Bohr3 electron density surface of the
monomers (Figures S3 and S4). Where the maximum V(r) at
the σ−hole region of Ch donors (Vmax) and the minimum V(r)
at the lp(A) region of the Ch acceptors provide a measure for
the electrostatic attraction (Table 3 and 4).

It is well-known that other contributions such as dispersion
and exchange-repulsion can also play an important role for the
stability of ChB complexes.38,39,67 These contributions will be
explicitly discussed only when they are required to explain
qualitative changes in the ChB strength order. A SAPT0 energy
decomposition was used132−134 for this purpose.
The calculation of the local mode properties was performed

with the program COLOGNE2016.135 CCSD(T) energies
were obtained with the package CFOUR.136 For the NBO
analysis, the program NBO 6131 was used. The local properties
of the electron density distribution ρ(r) and energy density
distribution H(r) at the ChB critical point rb and the

electrostatic potentials were analyzed with the program
Multiwfn.137 The SAPT0 energy decomposition132 was carried
out with Molpro138 and DFT calculations were performed with
Gaussian09.139

3. RESULTS AND DISCUSSION
Figure 2 contains a schematic representation of complexes 1−
100. They are separated into four groups (I−IV). Group I (1−
33) provides a systematic investigation of the effect of varying
the Ch acceptor ARn. Group II is used to study the effect of
different substituents at the chalcogen (34−63). Group III
(64−89) contains charge assisted ChB complexes, whereas
group IV (90−100) is used to investigate ChB in symmetric
homodimer complexes.
The data for all ChB complexes are summarized in Table 2,

which contains bond lengths r(XE) and r(EA) in Å, binding
energies (ΔE(DFT) and ΔE(CCSD(T)) in kcal/mol, the
electron density ρb(EA) in electron/Å3, and the energy density
Hb(EA) in hartree/Å3 at the ChB density critical point (r),
NBO delocalization energies ΔE(del) in kcal/mol, intermo-
nomer CT obtained from the natural population analysis (NPA
partial atomic charges140) in electrons, local stretching force
constants ka(XE) and ka(EA) in mdyn/Å, BSO values n(XE)
and n(EA), degree of 3c−4e bonding in %, and the frequency
of that normal mode, which has dominant XB stretching
character. The latter is given to provide vibrational
spectroscopist information where the ChB stretching band
should be found when recording either infrared or Raman
spectra.
Tables 3 and 4 provide a summary of the Ch acceptors

(Tables 3) and the Ch donors (Tables 4) properties. Including
vertical ionization energies of Ch acceptors in eV, NPA partial
atomic charges of A and E atoms, electrostatic potentials Vmin
and Vmax in eV, isotropic polarizabilities αiso in Bohr3, r(XE) in
Å, ka(XE) in mdyn/Å, and n(XE).
Figure 3 provides an ordering of all ChBs investigated

according to their intrinsic bond strength given by the BSO
values. ChBs vary from weak interactions (n(EA) < 0.1) to
normal (0.1 ≤ n(EA) ≤ 0.2) and to strong interactions (n(EA)
> 0.2), where the latter are mostly charge assisted ChBs.
The relationship between the strength and the nature of the

ChBs is shown on Figure 4. As the ChB varies from weak to
strong bonds, Hb changes from slightly positive (electrostatic)
to negative (covalent), indicating that an increase in the
strength of the ChB tend to be accompanied by an increase in
its covalent character, given by a more negative Hb according to
Cremer−Kraka criteria.126 A comparison of the n(EA) values of
complexes where E = S, Se and Te (Table 2) confirme that the
ChB becomes stronger with the increase in the polarizability of
the chalcogen atom (S < Se < Te) for the entire set (a similar
trend is not always found for XB97,98).
In the following section, rather than discussing each complex

individually, we describe the most important electronic effects
present in each group (I−IV), which are responsible for the
ChB strength trends shown in the ka(EA) vs n(EA) power
relationship diagrams. Some representative complexes, and
complexes that deviate from the expected trends are discussed
individually.

ChB Strength Dependence on the Ch Acceptors. The
ChB strength ordering of the chalcogen-chalcogen interactions
in F(H)E···E′H2 (complexes 1−12), shown on Figure 5a can
be rationalized by considering two major electronic effects with
opposing impact on the ChB strength. (i) Descending within

Table 3. Summary of Chalcogen Acceptor Propertiesa

acceptors IP(CCSD(T)) NBO(A) V(r)min αiso

HF 16.2 −0.554 −0.90 5.6
OH2 12.7 −0.929 −1.43 9.7
SH2 10.4 −0.281 −0.74 24.7
SeH2 9.8 −0.172 −0.67 31.7
TeH2 9.0 0.038 −0.57 44.2
NH3 10.9 −1.056 −1.63 14.3
PH3 10.5 0.025 −0.73 30.8
AsH3 10.5 0.114 −0.46 36.0
FMe 13.4 −0.380 −0.98 17.1
OMe2 10.2 −0.559 −1.34 33.6
NMe3 8.5 −0.512 −1.34 50.8
PMe3 8.6 0.761 −1.25 67.6
AsMe3 8.7 0.801 −0.95 73.2
H2C2N2Se 9.7 −0.618 −1.17 60.2
H2C2N2Te 10.2 −0.678 −1.24 73.6
F2C2N2Te 9.3 −0.710 −0.99 72.9
Me2C2N2Te 8.4 −0.698 −1.30 101.3
F− 3.3 −1.000 −7.31 9.0
Cl− 3.5 −1.000 −6.05 29.0

aVertical ionization potential computed at ωB97X-D/aug-cc-pVTZ
(PP for Se As and Te) geometry and with CCSD(T) /aug-cc-pVTZ(-
PP) energies (without including the zero point energy) in eV. NBO
charges at the Ch acceptor heteroatom A, minimum electrostatic
potential at the lone pair region of A (Vmin) in kcal/mol, isotropic
polarizability in Bohr3, and total dipole moment in Debye.
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group XVI of the PT from A = O, S, Se, Te for AH2 Ch
acceptors, the lp(A) orbitals at AH2 become increasingly
diffuse, due to the higher number of occupied electron shells,
leading to a decrease in the magnitude of the electrostatic
potential (Vmin = −1.43 (OH2) ≪ −0.74 (SH2) < −0.67
(SeH2) < −0.57 (TeH2) eV). (ii) Another consequence of the
higher number of occupied electron shells is the decrease in the
electronegativity of A atom (Pauling scale: χ = 3.44 (O); 2.58
(S); 2.55 (Se); 2.10 (Te)) resulting in lp(A) orbitals, which are
higher in energy (lower IP, Table 3, thus decreased Δϵ(2e))
allowing a stronger CT (e.g., ΔE(del) = 32.1 (12) compared to

16.5 (3) kcal/mol). Complexes formed with OH2 Ch acceptor
(1−3) have the strongest ChBs among complexes 1−12
(n(EA) = 0.123 (1), 0.136 (2), 0.151 (3) and ΔE = 5.1 (1), 6.5
(2), 7.7 (3) kcal/mol), indicating that the decrease in the
magnitude of Vmin descending within a period has a stronger
effect on the bond strength over the increase of CT.
A decrease in the electronegativity of the Ch acceptor atom

(A) does not necessarily weaken the electrostatic contributions.
Figure 5a shows the strength ordering of ChB involving FHE
(E = S, Se and Te) Ch donors and Ch acceptors across the
second period of the PT (HF, OH2, NH3). There is an increase

Table 4. Summary of Chalcogen Donor Propertiesa

Ch donors r(XE) ka(XE) n(XE) NBO(E) V(r)max αiso

F3C(H)Se 1.961 2.598 0.697 0.051 1.29 44.7
F3C(H)Te 2.176 2.144 0.615 0.235 1.50 57.3
F2N(H)S 1.754 2.635 0.704 0.183 1.56 36.6
F2N(H)Se 1.914 2.215 0.628 0.274 1.69 43.8
F2N(H)Te 2.124 1.839 0.556 0.456 1.90 56.5
FO(H)S 1.606 3.386 0.830 0.437 1.81 32.5
FO(H)Se 1.774 3.144 0.790 0.486 2.02 38.2
FO(H)Te 1.971 2.811 0.734 0.653 2.25 49.4
F(H)S 1.626 4.605 1.016 0.393 1.75 24.0
F(H)Se 1.759 3.993 0.925 0.503 2.14 30.2
F(H)Te 1.926 3.652 0.872 0.691 2.40 41.4
F(CH3)S 1.633 4.404 0.986 0.586 1.25 36.2
F(CH3)Se(anti) 1.766 3.795 0.895 0.687 1.74 42.7
F(CH3)Se(syn) 1.768 3.872 0.906 0.677 1.81 42.6
F(CH3)Te 1.935 3.544 0.855 0.854 2.13 54.3
F(CF2H)S 1.616 4.747 1.036 0.588 1.98 37.5
F(CF2H)Se(anti) 1.751 4.128 0.945 0.671 2.43 44.0
F(CF2H)Se(syn) 1.760 4.036 0.931 0.665 2.75 43.9
F(CF2H)Te 1.920 3.711 0.881 0.831 2.71 55.6
F(CF3)Se(anti) 1.750 4.221 0.959 0.673 1.94 44.2
F(CF3)Se(syn) 1.747 4.265 0.966 1.066 2.49 44.4
F2S 1.600 4.922 1.061 0.937 1.58 23.7
F2Se 1.734 4.378 0.983 1.053 2.11 29.2
F2Te 1.905 3.821 0.899 1.223 2.42 39.0
F(CN)S 1.614 4.636 1.020 0.735 1.95 37.8
F(CN)Se 1.746 4.141 0.947 0.849 2.44 43.4
F(CN)Te 1.912 3.767 0.890 1.036 2.72 53.8
F2CS 1.595 6.736 1.304 −0.028 0.51 35.5
F2CSe 1.743 5.316 1.116 0.017 0.87 43.3
F2CTe 1.967 3.837 0.901 0.098 1.15 58.1
OCS 1.564 7.514 1.401 0.003 0.82 34.1
OCSe 1.711 5.545 1.148 0.041 1.21 41.8
OCTe 1.938 3.973 0.922 0.103 1.48 56.4
FNS 1.540 7.168 1.358 0.406 1.23 31.2
FNSe 1.694 5.601 1.155 0.452 1.40 38.1
FNTe 1.909 4.472 0.996 0.551 1.50 51.1
H2C2N2Se 1.788 3.261 0.810 0.885 1.08 60.2
H2C2N2Te 1.993 2.631 0.703 1.004 1.30 73.6
F2C2N2Te 2.002 2.733 0.721 1.042 1.87 72.9
Me2C2N2Te 1.994 2.715 0.718 0.976 1.09 101.3
H3S

+ 1.356 3.973 0.922 0.292 7.29 17.7
FH2S

+ 1.553 5.819 1.184 1.021 8.66 18.5
FH2Se

+ 1.692 5.387 1.126 1.200 8.66 23.2
FH2Te

+ 1.861 4.806 1.045 1.538 8.53 31.0
FH(CN)S+ 1.551 5.610 1.156 1.250 8.28 32.9

aComputed at ωB97X-D/aug-cc-pVTZ (PP for Se As and Te). Bond distances r(XE) in Å, local YX stretching force constant ka(XE) in mdyn/Å,
and bond strength order n. NBO charges at E, maximum electrostatic potential at the σ-hole of E (Vmax) in kcal/mol, isotropic polarizability in Bohr

3,
and total dipole moment in Debye.

The Journal of Physical Chemistry A Article

DOI: 10.1021/acs.jpca.7b06479
J. Phys. Chem. A 2017, 121, 6845−6862

6853

http://dx.doi.org/10.1021/acs.jpca.7b06479


in the BSO from HF, to OH2 and NH3 (e.g., in this series the
BSO for F(H)Te is n(EA) = 0.104 (15), 0.151 (3), 0.198
(18)), which is supported by both an increase in CT (Table 2)
and a lowering of Vmin (−0.90 (HF); −1.43 (OH2); −1.63
(NH3 eV). The decrease in the electronegativity of A (Pauling
scale: χ = 3.98 (F); 3.44 (O); 3.04 (N)) leads to a less
contracted but still localized lp(A), which has a lower Vmin
(Table 3) and a higher lp(A) energy (Figure S1).

Methyl substituents at the Ch acceptor strengthen the ChB
by increasing the polarizability of the Ch acceptor and by
decreasing the lp(A) energy (which result in a decrease of
Δϵ(2e)). In the case of the heteroatoms of third or higher
periods, which are less electronegative than C (Pauling scale:
χ(A) = 2.55 (C); 2.19 (P); 2.18 (As)), Me substituents
withdraw charge from A (NPA partial atomic charge P = 0.761
e in PMe3 and As = 0.801 e in AsMe3), effectively contracting
the density at lp(A). The more localized lp(A) forms a better
overlap with σ*(XE) and adopts a more negative electrostatic
potential at lp(A) (Vmin = −1.25 (PMe3), −0.95 (AsMe3)
compared to −0.73 (PH3), and −0.46 (AsH3) eV).
A similar effect is also found for XB complexes.75,97 and is

responsible for the formation of complete 3c−4e bonds, inverse
3c−4e bonds and ion-pairs between dihalogens, interhalogens
and phosphines. However, comparable ChB complexes have
lower CT and 3c−4e character (with a maximum 3c−4e
character of 56% (28) for the neutral complexes). The reduced
CT and 3c−4e character in ChB is due to the lower
electronegativity of the chalcogens, resulting in higher σ*-
orbital energies thus larger Δϵ(2e) and also due to the less
effective lp(A)−σ* overlap caused by the bent X-E-A geometry
adopted by chalcogens to reduce the exchange-repulsion
between lp(E) and lp(A) orbitals.
Figure 6 provides the ChB strength order for the complexes

with methylated Ch acceptors (19−33). ChB complexes

involving methylated Ch acceptors of the second period
(19−27) form stronger bonds (compared to OH2 (1−3), FH

Figure 3. Power relationship between the relative bond strength order
(BSO) n and the local stretching force constants ka of complexes 1−
100. S···A ChB are shown in red, Se···A in green, and Te···A in blue
for neutral complexes (circles) and charged complexes (squares) .

Figure 4. Comparison between the relative bond strength order
(BSO) n and the energy density at the bond critical point Hb of the
ChBs of complexes 1−100. S···A ChB are shown in red, Se···A in
green, and Te···A in blue for neutral complexes (circles) and charged
complexes (squares) .

Figure 5. Power relationship between the relative bond strength order (BSO) n and the local stretching force constants ka for (a) chalcogen−
chalcogen interactions and (b) interactions between a chalcogen and a second period heteroatom.

Figure 6. Power relationship between the relative bond strength order
(BSO) n and the local stretching force constants ka for complexes
involving a series of methylated Ch acceptors.
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(16−18), and NH3 (16−18) Ch acceptors) but the strength
order with regard to the A is not altered (FMe < OMe2 <
NMe3). The increase in strength occurs due to the increased
CT in these complexes, which compensates the weaker
electrostatic contribution (Vmin = −1.34 NMe3, −1.34 OMe2
compared to −1.63 NH3, and −1.43 OH2). Descending within
group XV of the PT (complexes 27−33), there is an increase in
the ChB strength (NMe3 < PMe3) followed by a decrease
(PMe3 > AsMe3). The decrease is a result of the contracted
(less diffuse) lp(P), which is more available than lp(N) (Figures
S1 and S3), leading to a stronger CT (CT = 0.415 (28), 0.329
(29), 0.259 (30) compared to 0.141 (25), 0.133 (26), and
0.114 e (27)) and which has only a slightly higher electrostatic
potential (Vmin = −1.25 (PMe3); −1.34 (NMe3) eV), whereas
the increase is a result of the increased diffuseness of lp(As)
compared to lp(P), which decreases CT and increases Vmin
(−1.25 (PMe3) −0.95 (AsMe3) eV.
ChB Dependence on Ch Donors. Figure 7 shows the

effect of different substituents at the X position (Figure 7a), and
at the Y position, (Figure 7b), whereas Figure 8 shows the
electron difference densities of selenium complexes for different
Y substituents. The ChB bond becomes stronger when the
most electronegative ligand (X) is arranged in a close to a
collinear position to the ChB (in general X−E−A ≈ 170°;
Figures S9−S12). A more electronegative substituent (X = F3C
< F2N < FO < F) increases the CT by lowering the σ*(XE)
orbital energies (Figure S2, decreasing Δϵ(2e)), and by
polarizing the chalcogen electron density leading to the
formation of a more positive potential at the σ-hole region
(Vmax = 1.29 (F3C(H)Se); 1.56 (F2N(H)Se); 1.56 (FO(H)Se);
2.14 (F(H)Se) eV). The ligand Y, orthogonal to the ChB, plays
a more subtle role, indirectly influencing the σ*(XE) orbital
energy (Figure S2), the magnitude of the σ-hole electrostatic
potential (Figure S4), and also via exchange repulsion with
lp(A).
For the Y substituent, the ChB strength increases in the

series Y = CH3 < CF2H < F ≈ H < CF3 < CN, where methyl
substituents weaken the ChB by donating charge to the
chalcogen (E), increasing the σ*(XE) orbital energy (Figure
S2) and decreasing Vmax (Table 4). This can be reverted by
substituting the hydrogens for fluorine atoms (Y = CF2H and
CF3). By this, the group electronegativity increases, and the
σ*(XE) energy is lowered, enhancing charge transfer and
strengthening the ChB. The CN group withdraws charge more
effectively from the lone pairs of the chalcogen via lp(E) → π*

charge transfer increasing Vmax (Vmax = 2.44 eV in F(CN)Se
compared to 2.14 eV in F(H)Se) and lowering the σ*(XE)
orbital energy (Figure S2). Although the Y = F substituent in
F2E withdraws charge from the chalcogen, it donates electron
density back via lp(F) → σ*(XE) (ΔE(del) = 14.3 kcal/mol),
lowering Vmax (Vmax = 2.11 eV (F2Se) compared to 2.14 eV
(F(H)Se)).
Exchange repulsion between lp(A) and Y weakens the ChB.

This is evidenced in the electron difference densities of Figure 8
by a decrease of the electron density between Y and A (in
brown) and by an electron density increase in the inferior
extremity of Y (in light blue). If the Y group is rotated by 180°
to the syn position, where the H (43, 46) or F (48) atom at the
molecular plane is not facing toward the Ch acceptor atom (A),
the extension of the brown region decreases and the ChB
becomes shorter and stronger (n(EA) = 0.147 (43 syn), 0.209
(46 syn), 0.196 (48 syn) compared to 0.123 (43 anti), 0.147
(46 anti), and 0.181(48 anti)).

Figure 7. Power relationship between the relative bond strength order (BSO) n and the local stretching force constants ka for complexes involving
NH3: (a) with different subsituents (X) colinear to the ChB and (b) with different substituents at Y possition.

Figure 8. Electron difference density distributions Δρ(r) given for
F(Y) Se···NH3 complexes. Δρ(r) is plotted for an electron density
surface of 0.001 au. Light blue regions indicate an increase in the
electron density, and brown regions a density decrease relative to the
superimposed density of the monomers. Calculated at ωB97X-D/aug-
cc-pVTZ.
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The SAPT0 energy decomposition analysis (Table S4)
confirms the important role of exchange repulsion for complex
stabilization. By keeping the geometries of complexes 43, 46,
and 48 frozen and rotating Y = CH3, CF2H, and CF3 in
F(Y)Se···NH3 from the anti conformation to the syn position,
the largest change in the interaction energy components occur
for exchange repulsion, which decreases by 1.1 (43), 1.4 (46),
and 2.4 (48) kcal/mol (see Supporting Information for other
components).
ChB in sp2 Hybridized Chalcogens. ChB involving sp2-

hybridized chalcogens represents a special case, where electro-
static and charge transfer contributions are maximized for
different geometries. Similar to the divalent ChB complexes, the
electrostatic contribution in the sp2 chalcogens is maximized for
the collinear geometry (X−E···A = 180°), where Vmin at lp(A)
points toward Vmax at the σ-hole region of E (Figure S4).
However, due to the presence of an empty π*(EX) orbital
(LUMO; Figure S4) lying lower in energy than the σ*(EX)
(LUMO+1), a stronger lp(A) to π*(EX) CT can take place.
This CT mechanism is maximized when lp(A) lays on top of
the plane containing the Ch donor, close to a X−E···A right-
angle. The geometry of F2CE···NH3 (55−57) and OCE···NH3
(58−60) are determined by the electrostatic contribution.
These complexes are characterized by a linear X−E···A
geometry, weak ChBs (n(EA) < 0.1), and small CT values
(CT < 0.040). On the other hand, the geometries of FNE···
NH3 (61−63) are determined by covalent contributions,
characterized by stronger ChBs (n(EA) > 0.1) bent geometry
X-E-A < 120° with larger CT values (CT > 0.080) and Hb < 0.
The stronger covalent character of 61−63 is due to the higher
electronegativity of N compared to C, which lowers the
π*(EX) orbital allowing a stronger lp(A) → σ*(EX) CT to
occur. Interesting to notice is that the σ-hole region in FNE is
more strongly stretched in the π direction compared to F2CE
and OCE (Figure S2). Zhang, Ma, and Wang85 found similar
complexes, involving charge assisted XBs, where the geometries
were not determined by the σ-hole position but by a the charge
transfer from lp(A) → π*(X−Cl). Here we show that this type
of charge transfer mechanism can play a major role in the
geometry of sp2-hybridized ChB even for neutral complexes.
Charge Assisted ChB. The strongest ChBs found in the

present study are realized for the charged complexes involving a
cationic Ch donor (n(EA) = 0.305 for 66 with ΔE = 37.6 kcal/
mol) or an anionic Ch acceptor (n(EA) = 0.348 for 80 with ΔE
= 47.5 kcal/mol), with both, electrostatic and covalent
contributions being magnified. For the cationic complexes, a
more polarizable chalcogen (S < Se < Te) does not lead to a
significative change in the ChB strength (n(EA) = 0.287 (64),
0.300 (65), 0.305 (66) or ΔE = 36.9 (64), 37.5 (65), 37.6
(66)), whereas an electronegative ligand F collinear to the ChB
still play an important role (n(EA) = 0.287 (64) compared to
n(EA) = 0.166 (67)). Different from the neutral complexes, the
ChB strength in 68 is not enhanced by the addition of a CN
substituent (n(EA) = 0.283 (68)).
Figure 9 gives the relative ChBs strength of a series of

charged complexes formed with chloride. These ChBs are
stronger than the ones found for NH3, but still have similar
strength trends with regard to the chalcogen (E = S < Se < Te),
and the substituents (X = F3C < F2N < FO < F and Y = CF2H
anti < CF2H syn < CN).
Notable is that not only FNE···Cl− but also F2CE···Cl

−

complexes adopt a geometry of minimum energy with the C−
E−Cl angle bent in the direction orthogonal to the plane

containing the Ch donor (C−E−Cl angle =125.3° (81), 142.4°
(82), 158.1° (83)), maximizing the lp(Cl) → π*(CE) charge
transfer in detriment of the electrostatic interaction with the σ-
hole collinear to the C-E bond (Figure S2).

ChB in Homodimers. In the symmetric homodimer
complexes (90−100) both monomers are Ch donors and Ch
acceptors. However, in 90−93 the chalcogen atoms involved
donates and accepts electron density simultaneously, whereas
complexes 94−100 form multiple ChBs. In the first case (90−
93), two different types of bonding mechanisms are possible (i)
the charge transfer can occur from the lp(E) orbital to the
σ*(EF) antibonding orbital (90, 91) or (ii) the charge transfer
can occur from the lp(E) to the π*(EN) antibonding orbital
(92, 93). In both cases a skewed conformation is adopted to
minimize lp(E)-lp(E) repulsion between the monomers. Figure
10 shows the orbitals involved in the CT mechanism (Figure

10a) and the electron difference density distribution (Figure
10b) for complex 93 (FNTe2). The CT from lp(E) to
π*(NTe) and the lp(Te)−lp(Te) repulsion result in a density
increase in the intermonomer region (light blue region between
Te atoms in Figure 10) and a density depletion close to the Te
atoms (large brown region close to Te atoms in Figure 10). To
the best of our knowledge this is the first ChB homodimer
found, where both monomers donate and accept charge via a
lp(E) → π*(EF) CT mechanism. This unusual new type of
interaction may lead to novel supramolecular materials with
unique geometric and electronic features. The possibility of

Figure 9. Power relationship between the relative bond strength order
(BSO) n and the local stretching force constants ka for complexes
involving Cl− and various Ch donors.

Figure 10. (a) Frontier molecular orbitals of FNTe2 and (b) electron
difference density distributions Δρ(r) of FNTe2. Δρ(r) is plotted for
an electron density surface of 0.001 au. Light blue regions indicate an
increase in the electron density and brown regions a density decrease
relative to the superimposed density of the monomers.
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similar interactions of this kind involving PnB is currently being
investigated.
Figure 11 provides the ChB strength order for all symmetric

homodimers 90−100. Although the selenium complex of type

ii (92) is much weaker than type i (90) (n(EA) = 0.151(90)
and 0.035(92), the tellurium complexes are of similar strength
(n(EA) = 0.206(91); 0.201(93)). Experimental studies reveal
that complex 94 is a liquid, whereas 95 forms a highly reactive
polymeric solid.141 Both complexes have weak ChBs (n(EA) =
0.068 (94); 0.071 (95); ΔE = 4.7 (94) 9.8 (95)). The ChBs in
95 can be strengthened by substituting the NMe2 groups
collinear to the ChB by F atoms and the nitrogen Ch acceptor
atoms with phosphorus, leading to (F(PMe2)Te)2 (96). This
complex has a strong ChB (n(EA) = 0.292) and the highest
binding energy among the neutral complexes (ΔE = 28.0 kcal/
mol). However, 95 would form dimers, but not polymeric
structures, due to the weak electron donor ability of the F
atoms.
Better starting units forming relatively strong ChBs and

polymeric structures are the selena- and telluradiazoles (97−
100), where 1,2,5-telluradiazole dimers have stronger ChBs
(n(EA) = 0.121 (98) compared to 0.093 (97)). Although the
difference between the BSO n(EA) values of these complexes
are relatively small, the increase in ΔE brought by the stronger
ChBs in (98) is considerably large (ΔE = 13.6 (98) ; 6.3 (97)
kcal/mol). Noteworthy is that both electron withdrawing (F)
and electron donor (CH3) substituents slightly enhance the
strength of the ChB in telluradiazoles (n(EA) = 0.146 (99)
0.134 (100) compared to 0.121(98)). The F substituents
increase the electrostatic potential at the Te (Vmax = 1.87 for
F2C2N2Te compared to 1.30 eV for H2C2N2Te) whereas the
Me substituents strengthen the ChBs by increasing the
polarizability of the monomers (αiso = 101.3 for Me2C2N2Te
compared to 73.6 Bohr3 for H2C2N2Te). A possible strategy to
form strong polymeric structures based on ChBs is to increase
the number of ChB contacts between monomers by fusing
suitable ring structures to the telluradiazole monomers
(increasing also its polarizability).

4. CONCLUSIONS AND OUTLOOK
In this work, we present for the first time a quantitative analysis
of the intrinsic strength of 100 ChB based on the local
stretching force constant and associated BSO, complemented

by the analysis of binding energies, SAPT energy contributions,
NBO charges, electrostatic potentials, isotropic polarizabilities,
electron and energy density distributions, and difference density
distributions. The following conclusions were obtained:

1 The ChB mechanism is composed of both, a covalent
and an electrostatic part. The electrostatic part can be
rationalized on the basis of the electrostatic potential of
the Ch donors and the Ch acceptors, whereas the
covalent part is associated with two different CT
mechanisms. In divalent chalcogens, the CT is associated
with lp(A) to σ*(XE) delocalization, whereas in double
bonded chalcogens it is associated with lp(A) to π*(XE)
delocalization. The latter CT mechanism can lead to the
formation of strongly bent ChB complexes, which cannot
be predicted by the inspection of the electrostatic
potential of the monomers.

2 Based on BSO n values, we can identify three different
classes of ChBs: weak ChBs (n(EA) < 0.1), normal ChBs
(0.1 < n(EA) < 0.2), and strong ChBs n(EA) > 0.2. The
strongest neutral ChB found (96) has an n(EA) value of
0.292 (ΔE = 28.0 kcal/mol), whereas charge assisted
ChBs reach values up to n(EA) = 0.348 (ΔE = 47.5 kcal/
mol) (80). The increase in the ChB strength is typically
accompanied by a gradual increase in covalent character.
Weak ChBs are dominated by electrostatic contributions
and are characterized by Hb ≥ 0, whereas all strong ChB
are characterized by Hb < 0, which, according to the
Cremer−Kraka criteria, indicates a dominant covalent
character.

3 The ChB strength depends on the polarizability of the
chalcogen atom (S < Se < Te), the electronegativity of
the Ch donor substituent collinear to the ChB (CF3 <
NF2 < OF < F), the electron withdrawing capability of
the Ch donor substituent Y orthogonal to the ChB, and a
small exchange−repulsion between lp(A) and the Y
substituent (e.g., if Y = CF3 is rotated to a syn
conformation, where the F atom in the mirror plane of
the complex is moved away from lp(A) there is an
increase in the ChB strength).

4 The Ch acceptor also exerts a strong influence on the
strength of the ChB. For a given period of the PT, the
decrease in the electronegativity of the Ch acceptor atom
A leads to an increase in the ChB strength due to the
higher donor ability of lp(A) and decreased electrostatic
potential. Descending within a group of the PT the ChB
becomes weaker due to the increased diffuseness of
lp(A). Strong ChB involving heteroatoms of lower
periods can be envisioned by adding substituents that
effectively contract lp(A) (e.g., PMe3).

5 3c−4e character of chalcogen bonds can play an
important role in strong ChB complexes, reaching up
to 56% for the neutral complex 28 and 69% for the
charged assisted complex 76 syn. However, these values
are considerably lower than the ones found for halogen
bonds.75,97,98 CT and 3c−4e character in ChBs are
reduced (in comparison with XB) due to the lower
electronegativity of chalcogens compared to the halogens
(resulting in σ*(XE) orbitals of higher energy thus a
larger Δϵ(2e) energy gap) and due to the bent
conformation adopted by chalcogen complexes (resulting
in a less effective overlap between lp(A) and σ*(XE)
orbitals.

Figure 11. Power relationship between the relative bond strength
order (BSO) n and the local stretching force constants ka for the
symmetric homodimers complexes.
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6 Multiple ChBs in homodimers (94−100) can result in an
extra stabilization. For example complex 96 has a ΔE =
28.0 kcal/mol, comparable to the strongest neutral XB
complexes previously studied75,97,98 and stronger than
that of neutral hydrogen bonds142 and pnicogen bonds in
general.129

7 We describe for the first time a symmetric homodimer,
where both monomers donate charge from lp(A) to
π*(XE) simultaneously. This new type of interaction
may lead to the development of polymers with unique
architecture and electronic properties.

8 New polymeric structures based on ChB should focus on
molecules that can make multiple ChB contacts such as
1,2,5-Telluradiazole. The stability of these complexes can
be improved by fusing rings to increase the polarizability
and the number of possible ChB between the monomers.

By rationalizing the intrinsic strength of an extensive set of
100 ChBs on the basis of the analysis of the essential electronic
effects and their interplay with the covalent and electrostatic
contributions, we provide a concise description of the ChB,
which is of general applicability and may serve as the basis for
the design of larger and more complex ChB structures.
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