
Quantitative Assessment of Halogen Bonding Utilizing Vibrational
Spectroscopy
Vytor Oliveira, Elfi Kraka,* and Dieter Cremer*

Computational and Theoretical Chemistry Group, Department of Chemistry, Southern Methodist University (SMU), 3215 Daniel
Avenue, Dallas, Texas 75275-0314, United States

*S Supporting Information

ABSTRACT: A total of 202 halogen-bonded complexes have been
studied using a dual-level approach: ωB97XD/aug-cc-pVTZ was used to
determine geometries, natural bond order charges, charge transfer, dipole
moments, electron and energy density distributions, vibrational
frequencies, local stretching force constants, and relative bond strength
orders n. The accuracy of these calculations was checked for a subset of
complexes at the CCSD(T)/aug-cc-pVTZ level of theory. Apart from this,
all binding energies were verified at the CCSD(T) level. A total of 10
different electronic effects have been identified that contribute to halogen
bonding and explain the variation in its intrinsic strength. Strong halogen
bonds are found for systems with three-center-four-electron (3c-4e)
bonding such as chlorine donors in interaction with substituted
phosphines. If halogen bonding is supported by hydrogen bonding, genuine 3c-4e bonding can be realized. Perfluorinated
diiodobenzenes form relatively strong halogen bonds with alkylamines as they gain stability due to increased electrostatic
interactions.

■ INTRODUCTION

Halogen bonding has been the topic of many excellent
reviews,1−11 summarizing a large number of experimental and
computational investigations. The importance of this kind of
noncovalent interaction for materials chemistry,1,5,12−16 struc-
tural chemistry,9,17−19 synthesis,6,15,20 catalysis,6,19,21,22 or
medicinal chemistry7,23 is well-documented. Halogen bonding
involves the interaction between a halogen (X) and a Lewis
base (A). We will abbreviate halogen bonding in the following
by XB, where this abbreviation is also used for the adjective
“halogen-bonded”. It is generally accepted that quantum
chemistry has been essential in understanding the various
features of XB.4,10,24−35 Most of the quantum-chemical
investigations of the last years were based on density functional
theory (DFT).36−44 Other investigations used second-order
Møller−Plesset perturbation theory18,24,45,46,48−54 or more
accurate methods.28,32−35,38,55,56 In view of the many
experimental and calculated data describing XB, it is safe to
say that XB has many similarities with hydrogen bonding
(HB):57−62 Both involve a polarized H or X donor and a Lewis
base with an occupied, relatively high-lying lone-pair (lp)
orbital as the H or X acceptor A. Depending on the nature of
the donor and acceptor, both HB and XB can vary from weakly
electrostatic to strongly covalent interactions involving binding
energies of 40 kcal/mol and more.1−10 The strength of these
interactions will depend on the complex geometry where a
linear arrangement of HB or XB turns out to be energetically
favorable. However, there is an important difference between
HB and XB: The electronic nature of X should have a strong

influence on the XB strength, and because X can vary from F
via Cl, Br, I, to At, more possibilities for designing XBs with
specific properties should exist.
Standard procedures use, e.g., the binding energies of XB

complexes or structural parameters such as the distance
between X and A as a measure of the strength of the
XB.2,63,64 More sophisticated approaches have utilized
symmetry-adapted perturbation theory20,47,52,65−70 or other
energy decomposition methods48,50,70 to obtain insight into the
nature of XB. One has determined the electrostatic, exchange,
and dispersion interactions adding to XB within a given model.
Alternatively, one has analyzed wave-function and molecular
orbitals, electron density, magnetic properties, electrostatic
p o t e n t i a l , o r o t h e r p r o p e r t i e s t o d e s c r i b e
XB.24,40,45−47,49,51,68,71−82 However, none of these properties
provides a reliable measure of the intrinsic XB strength, which
is decoupled from other interactions between the monomers.
For example, by determination of the binding energy ΔE, all
interactions between the monomers are included, and it is
difficult to single out the energy associated with XB.83,84 In this
situation, vibrational spectroscopy helps because it is always
possible to determine the local X···A stretching force constant,
which provides a direct measure of the intrinsic bond
strength.85−88

In previous investigations, we have used vibrational spec-
troscopy to determine the strength of the HB.83,89−94 This was
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done by using either experimental or calculated vibrational
frequencies and solving for them the Zou−Cremer local
equivalent of the Wilson equation to obtain local stretching
force constants and frequencies.87,88,95 Zou and Cremer have
demonstrated that the local stretching force constant is directly
related to the intrinsic bond strength96 and therefore can be
used as a sensitive measure to distinguish between the different
types of HBs83 or pnicogen bonds.97,98 In this work, we will use
vibrational spectroscopy to characterize the nature of the XB
for a large variety of XB complexes by answering the following
questions:
(i) Which XBs are weak and which are strong? Is there a

relationship between the complex binding energy ΔE and the
local XB stretching force constant ka? (ii) To which degree
does the XB strength vary in dependence of the Lewis base
when the latter contains a heteroatom from the second (O and
N) or third (S and P) period? (iii) How do Lewis base
substituents affect the strength of the XB? (iv) How does the
polarizability of a dihalogen X2 or the polarity (dipole moment)
of an interhalogen XY change the intrinsic strength of XB? (v)
Can one determine the covalent and/or electrostatic character

of XB with the help of calculated charge transfer (CT) or other
properties of the XB complex? (vi) 3c-4e bonding, as is found
for trihalogenide ions such as [F3]

−, should also play a role for
XB complexes. Can one quantify the degree of 3c-4e bonding
and explain under which circumstances it can be expected for
XB? (vii) How do relativistic effects change XB? (viii) Which
haloorganic molecules form the strongest XB complexes? (ix)
Can one work out design strategies for new useful materials
based on XB? (x) Is it possible to order and compare on a
quantitative basis XB if different atoms X and A throughout the
periodic table interact?
These questions will be answered by investigating 202

neutral and anionic XB complexes, which are divided into
groups, as shown in Figure 1. In section 2, we shortly describe
the quantum-chemical methods and tools used in this work to
investigate XB. Electronic effects, being decisive for XB, will be
discussed in section 3, where the focus is on the role of the
halogen and halogen acceptor. In section 4, we will analyze XB
for halotetragens interacting with amines and phosphines.
Finally, in section 5, we will draw the conclusion of this

Figure 1. Schematic representations of complexes 1−202.
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investigation and provide an outlook on how the results of this
work can be used in the future.

■ COMPUTATIONAL METHODS
A two-pronged strategy was pursued to obtain a reliable description of
the local vibrational modes of the 202 XB complexes investigated in
this work. For this purpose, a subset of 28 complexes was investigated
employing CCSD(T) (coupled-cluster theory with all singles, doubles,
and perturbative triple excitations)99 and Dunning’s augmented triple-
ζ basis sets aug-cc-pVTZ,100−102 which contain diffuse basis functions
to describe the charge distribution of anions and heteroatoms and the
dispersion interactions in noncovalently bonded complexes. For atoms
Br, I, At, and Sn, scalar relativistic effects were assessed by using
effective core potentials (ECPs) in combination with the Dunning
basis sets.103 The CCSD(T) calculations were carried out employing a
convergence criterion of 10−9 for the CC amplitudes. Various DFT
methods were tested for their ability to reproduce the CCSD(T)/aug-
cc-pVTZ results. All DFT calculations were performed with tight
convergence criteria [self-consistent field, 10−10; geometry iterations
and forces, 10−7 hartree/bohr] and an ultrafine grid.104 It turned out
that ωB97X-D105,106 leads to a better agreement with regard to the
CCSD(T) results than, e.g., B3LYP,107,108 PBE0,109,110 or M06-2X.111

However, even in the case of the ωB97X-D/aug-cc-pVTZ calculations,
significant differences with the CCSD(T)/aug-cc-pVTZ results were
found. The data reflecting these differences are given in Table S2 and
Figure S1. They reveal the following.
The largest discrepancies are found for XB complexes between F2 or

FCl and a Lewis base containing third-period atoms such as S or P. For
F2 complexes, the stability is underestimated by ωB97X-D, whereas it
is overestimated for the more stable FCl-amine and -phosphine
complexes by maximally 2.9 kcal/mol. Percentage-wise deviations in
the complex binding energies are generally not large and can be
tolerated apart from the complexes mentioned. This holds also for the
interaction distances r(XA) with the exception of F2···OH2 and FCl···
PF3. However, the more sensitive second-order response properties
such as the local stretching force constants reveal the deficiencies of
the ωB97X-D/aug-cc-pVTZ description in half of the 28 complexes
investigated. Especially problematic is the lack of accuracy of the ka

values in the cases of F2 and F3
−, which were the first choice of

reference molecules with defined bond orders (1.00 and 0.50; see
below).
Clearly, ωB97X-D is unable to describe F2 and [F···F···F]− with the

accuracy needed for this investigation. Therefore, we excluded these
molecules and complexes containing F2 from the DFT investigation.
This implied that in this work FCl and [F···Cl···F]− were used as
reference molecules (assumed bond orders 1.00 and 0.50; see below)
to set up bond strength order (BSO) values. These are derived from
the local stretching force constants, which were obtained utilizing the
Konkoli−Cremer method that converts normal-mode frequencies ωμ

and force constants kμ of a quantum-chemical calculation into local-
mode frequencies ωn

a and force constants kn
a (μ, n = 1, ..., 3N − L with

N = number of atoms and L = number of translations and rotations)
using the local equivalent85−88 of the Wilson equation of vibrational
spectroscopy.112

According to the calculated Mayer bond orders113,114 for FCl and
[F···Cl···F]− (0.994 and 0.581, respectively), it is reasonable to assume
that these are 1.00 and 0.50, where the latter is the result of 3c-4e
delocalization and the occupation of all-bonding and nonbonding
orbitals. By using these bond orders as reference BSO values and
assuming that, for a stretching force constant ka of zero, a zero BSO
value results, the constants a and b in the power relationship91,115

=n a k( )a b (1)

were determined to be 0.380 and 0.611, respectively. The
corresponding CCSD(T) values are a = 0.387 and b = 0.649, which
confirms the usefulness of the ωB97X-D/aug-cc-pVTZ calculations
provided F2 complexes are eliminated from the investigation. By
determination of the BSO value n(X···A) = n(XB) for each calculated

ka(X···A), an easy ordering and comparison of XBs according to their
intrinsic strength becomes possible.

Because 3c-4e bonding can occur, its magnitude was assessed in
percentage with the help of the ratio n(X···A)/n(XY) × 100. If this
ratio leads to unity, 3c-4e bonding is fulfilled by 100% as in [F···Cl···
F]−. Values below 40% indicate that 3c-4e bonding plays a minor role.
Values above 100% suggest an inverse 3c-4e bond where the XA
interactions (i.e., the XB) are stronger than the XY interactions. Values
above 100% are listed in the tables to quickly identify inverted 3c-4e
bonding but are compared with other values via their reciprocal. In
addition to the BSO test, the XY and XA distances were compared
with the corresponding values in the appropriate monomers.

Binding energies ΔE were calculated at the ωB97X-D/aug-cc-pVTZ
level, where the counterpoise correction of Boys and Bernardi116 was
used to correct for basis set superposition errors (BSSEs). For each of
the 202 complexes investigated, the BSSE-corrected CCSD(T)/aug-
cc-pVTZ binding energy was also calculated to provide an estimate of
the reliability of the ωB97X-D/aug-cc-pVTZ calculations (see Table
S1 and Figure S2). For this purpose, DLPNO−CCSD(T)117,118 and
the def2-TZVP basis sets119 in conjunction with the Stuttgart−
Dresden ECPs for iodine120 were used.

The local properties of the electron density distribution, ρ(r), and
the energy density distribution, H(r) = G(r) + V(r) [G(r) = kinetic
energy density (positive, destabilizing); V(r) = potential energy
density (negative, stabilizing)], were computed at the ωB97X-D/aug-
cc-pVTZ level of theory. The Cremer−Kraka criteria for covalent
bonding were applied.121−123 These associate a negative and therefore
stabilizing energy density at the bond critical point rb [H(rb) = Hb < 0]
with dominating covalent character, whereas a positive (destabilizing)
energy density (Hb > 0) is associated with predominant electrostatic
interactions.

The covalent character of XB was also assessed by calculating the
delocalization energy ΔE(del) = ΔE[lp(A)→σ★(XY)], which is
associated with CT from the lp(A) (Lewis base) to the antibonding
σ★(XY) orbital (halogen donor), thus leading to an increase of the
electron density in the XB region. The magnitude of ΔE(del) was
determined by second-order perturbation theory.124 Detailed analysis
of calculated atomic and monomer charges reveals that CT from the
halogen acceptor to the halogen donor is largely dominated by the
lp(A) → σ★(XY) transfer but is not the only CT. Also, there are other
covalent contributions to XB according to the natural bond order
(NBO) perturbation analysis. However, ΔE(del) turned out to be the
most important contribution in line with frontier orbital theory, and
therefore we considered the intermonomer CT calculated in this work
as the “lp(A) → σ★(XY)” CT for reasons of simplicity.

Electrostatic interactions were determined by investigating the
electrostatic potential V(r) on the 0.001 e/bohr3 electron density
surface of the monomers listed in Tables S3 and S4. For halogen
donors, the V(r) maximum in the nonbonding region in the σ
direction (σ-hole-attracting negative charge) and, for halogen
acceptors (Lewis bases), the V(r) minimum in the lp region were
calculated. These values are given in the SI in kilocalories per mole and
provide a measure for electrostatic attraction.125−128

Calculation of the local-mode properties was carried out with the
program COLOGNE2016.129 CCSD(T) energies were obtained with
the packages CFOUR130 and ORCA.131 For NBO analysis, NBO 6124

was used, whereas the electron (energy) density distribution was
analyzed with the program AIMAll.132 DFT calculations were
performed with the package Gaussian09.133

■ RESULTS AND DISCUSSION
A schematic representation of the 202 molecules investigated in
this work is given in Figure 1. They are separated into four
groups (I−IV). Investigation of the FCl complexes of group I
(1−22), which involve amines and phosphines, provides a
possibility of studying the consequences of halogen acceptor
substitution for the strength of XB. Group II (23−148)
contains dihalogens X2 and interhalogens XY interacting with
acceptors ARm (R = F, H, CH3; m = 2, 3), with A being an
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atom of the second or third period (O and N or S and P).
Group II is included to study the influence of the polarizability
of X and the polarizing power of Y on XB. Groups III (149−
180) and IV (181−202) contain the actual targets of this work:
Simple halomethanes and halotetraganes interacting with
amines, phosphines, or the Cl− anion are contained in group
III. Group IV consists of organoiodine molecules interacting
with Cl− or NH3.
In view of the large number of molecules investigated, the

data for all monomers and XB complexes (see Figure 1) are
summarized in Table S2, which contains bond lengths r(YX)
and r(X···A) in Å, binding energies ΔE(DFT) and ΔE[CCSD-
(T)] in kcal/mol, electron density ρb at the XB critical point in
electron/bohr3, energy density Hb at the XB critical point in
hartree/bohr3, delocalization energies ΔE(del) = ΔE(lp→
σ★(XY)) in kcal/mol, intermonomer CT dominated by the
transition lp(A)→σ★(XY) in electrons, local stretching force
constants ka(XY) and ka(XB) = ka(X···A) in mdyn/Å, BSO
values n(XY) and n(XB) = n(X···A), the degree of 3c-4e
bonding in %, and the frequency of that normal mode, which
has dominant XB stretching character. The latter is given to
provide vibrational spectroscopy information, where the XB
stretching band should be found when either IR or Raman
spectra are recorded. Tables S3 and S4 contain molecular
properties of the XB acceptors and donors, respectively. Figures
S3−S5 provide a schematic representation of all complexes
with NBO charges.
Rather than a discussion in detail of the data collected in the

Supporting Information (SI), the most important results are
given in the form of suitable diagrams. Figure 2 summarizes all

results in a BSO diagram, which shows that XB can vary from
very weak (n ≤ 0.1) to rather strong interactions (n ≥ 0.3),
which are found for some phosphine complexes. The sequence
of increasingly stronger XB shown in Figure 2 and given in
more detail in Table S2 provides for the first time a quantitative
comparison of the various types of XB.
In Figure 3, the nature of the XB is characterized with the

help of the energy density Hb at the XB critical point. There is a
variation from electrostatic (Hb values close to zero) to
covalent bonding with distinctly negative Hb values that
indicates stabilization of the electron density at the XB critical
point and, by this, covalent interactions according to the

Cremer−Kraka criteria.121 Analysis of the energy density is
confirmed by the corresponding CT values from the lp(A)
orbital to the σ★(XY) orbital, and the corresponding
delocalization energies are listed in Table S2.
Figure 4 provides analysis of FCl-amine and FCl-phosphine

complexes, again based on the BSO values determined with eq
1. Figures 5 and 6 compare XB for various halogens and
interhalogens (excluding the F2 complexes for the reasons
discussed above) in combination with second- and third-row
heteroatoms A that characterize a given type of Lewis base. XBs
for halomethanes, in general, and iodocarbons, specifically, are
analyzed in Figures 7 and 8.
A possible relationship between the intrinsic bond strength

of XB and the complex binding energy ΔE (Figure 9) or the
delocalization energy ΔE(lp→σ★(XY)) (Figure 10) is also
investigated. In the SI, similar relationships with the electron
density ρb and acceptor ionization potentials (IPs) are
provided.
These results lead to a clear picture of the nature of XB,

which can be rationalized by considering 10 different electronic
effects. Most of them have been previously discussed in
connection with XBs (orbital energy and overlap,36,37,44,53

electrostatic effects and σ-hole influence,46,125−128,134−136 and
CT41,137). However, in this work we summarize these
electronic effects in a compact way, applying vibrational
spectroscopy and the local vibrational modes.
1. Changes in the orbital energy of lp(A) and the electro-

negativity of A. Covalent contributions sensitively depend on the
lp(A) energy that influences the orbital energy difference Δϵ =
ϵ[lp(A)] − ϵ[σ★(XY)] with ϵ[lp(A)] < ϵ[σ★(XY)]. The
smaller Δϵ is, the larger are the CT and covalent contributions.
Trends in ϵ[lp(A)] are reflected by the corresponding vertical
IPs (see the SI) or, more directly, by the calculated lp(A)
orbital energies. For a third-row element like P, the lp orbital is
lying higher in energy and by this the covalent contribution is
larger, as confirmed by the BSO values of the phosphine and
amine XB complexes shown in Figure 4.
1a. Orbital energy of lp(A) and σ-withdrawing/donating groups

at A. The lp(A) orbital can be raised by suitable substituents to
decrease Δϵ. As shown in Figure 4 (amines in red; phosphines
in green), the XB strength ranges from BSO values n = 0.100
for FCl···NF3 to 0.270 for FCl···N(CH3)3, whereas for the
phosphines, the bond strength varies from n = 0.064 (FCl···
PF3) to n = 0.512 (FCl···P(CH3)3), thus revealing that the
strength of the XBs formed with FCl largely depends on the
halogen acceptor. For amines, the XB strength increases in the
series NF3 < NHF2 < NH2CN < NH2F < NH2Cl ≈ NH2SiH3 <
NH3 < NH2OH < NH2CH3 < NH(CH3)2 < N(CH3)3. For
phosphines, the intrinsic strength of XB increases as follows:
PF3 ≈ PH2CN < PH3 < PH2SiH3 < PH2Cl < PH2F ≈ PH2CH3
< PHF2 < PH2OH ≪ PH(CH3)2 < P(CH3)3. Electron-
withdrawing substituents such as F in NF3 lower ϵ[lp(A)] and
thereby weaken XB, whereas electron-donating groups such as
Me raise ϵ[lp(A)] and thereby strengthen the covalent
contribution to XB.
1b. Orbital energy of lp(A) and π-withdrawing/donating groups

at A. Substituents, which lead to a potential delocalization of
lp(A) such as the cyano group in PH2CN, lower ϵ[lp(A)],
increase Δϵ, and thereby weaken XB (see 20 in Table S2). π-
Donating substituents such as Cl in chlorinated phosphines
have destabilizing pπ,lp(A) 4e interactions that cause an
increase of ϵ[lp(A)]. The latter effect can be stronger than the
σ-electron-withdrawing effect so that the Lewis base becomes a

Figure 2. Power relationship between the relative BSO n and the local
stretching force constants ka of XB complexes 1−202 given according
to eq 1 (solid black line). Weak, normal, and strong XB are separated
by the horizontal blue lines.
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stronger electron donor. For phosphines, these effects
dominate, whereas for amines, the Cl substituent acts more
as a σ acceptor rather than a π donor. The calculated strength

of XB in the FCl complexes of NH3 (n = 0.190), NH2CN
(0.139), NH2Cl (0.158) and PH3 (0.151), PH2CN (0.077),
P(CN)3 (0.044), PH2Cl (0.213), and PCl3 (0.096) confirms
these effects (see Table S2 and Figure 4). Noteworthy is that
the sensitivity of XB to substituent effects in the Lewis base is
much larger for third rather than second period atoms A, which
is especially obvious for the phosphines.
2. Orbital overlap between X and A. Covalent bonding requires

an efficient overlap between the interacting orbitals, i.e., the
lp(A) and σ★(XY) orbitals. The latter depends on the geometry
of the complex [a linear arrangement of the unit (A, centroid of
lp, X, and Y) would be optimal as well as a short interaction
distance r(X···A)], the nodal characteristics of the valence
orbitals, and their diffuseness. The rule of thumb is that orbital
overlap decreases when the principal quantum numbers of X
and A increasingly differ and/or the electronegativity difference
Δχ(A,X) = χ(A) − χ(X) increases. Electronegative substituents
at an atom A with a diffuse lp (e.g., P) can improve the overlap
due to orbital contraction. The best overlap can be expected
between atoms belonging to the same period and having similar
χ values. The overlap decreases in the series ClCl, ClBr, and ClI
or in the series FF, FCl, FBr, FI, and FAt, as is in line with the

Figure 3. (a) Comparison of the BSO n with the energy density Hb at the density critical point of the XB for complexes 1−202. (b) Enlargement of
the range 0 < n < 0.026; −0.010 < Hb < 0.005 hartree/bohr3. Electrostatic XBs are indicated by Hb ≥ 0, whereas negative Hb values are associated
with covalent XB.121,122 For the numbering of XB complexes, see Tables S2, S7, and S8.

Figure 4. Relationship between the relative BSO n and the local XB
stretching force constant ka (eq 1; solid black lines) for XB complexes
involving FCl as halogen donor and amines (lower curve, red squares)
or phosphines (upper curve, green dots) as halogen acceptors.

Figure 5. Relationship between the relative BSO n and the local XB stretching force constant ka (eq 1; solid black lines) for dihalogens and
interhalogens interacting with (a) amines NF3, NH3, and NMe3 and (b) OF2, OH2, or OMe2.
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calculated BSO values. In this connection, one always has to
consider the orbital orthogonality between the σ(XY) and
σ★(XY) orbitals. It is important to understand [lp-

(A)−σ★(XY)] overlap and the formation of 3c-4e-bonding
(see below).
3. Relativistic ef fects on the orbital overlap and energy. Scalar

relativistic effects lead to a contraction of valence s and p
orbitals of relativistic atoms such as X = Br, I, or At.138 Orbital
contraction implies that the energy of the bonding and
antibonding XY orbitals is somewhat lowered, and the effective
electronegativity χ of X is raised, where both effects slow down
the increase of ϵ(σ) with decreasing χ and the nonrelativistic
decrease of χ with the atomic number AN within a group.
Orbital contraction (strong for s and weak for p if spin−orbit
effects are averaged) implies also a reduced (anti)bonding XY
and reduced [lp(A)−σ★(XY)] overlap. In the series FCl, FBr,
FI, and FAt, the BSO value decreases from the reference
n(FCl) = 1.00 to n(FAt) = 0.827 (Table S4). CT from the
lp(A) of a Lewis base to the σ★(XY) orbital and the covalent
character of XB decreases less drastically for Br, I, and At
because of the scalar relativistic effects.
4. Strengthening of XB by 3c-4e-bonding. Anions F3

−, Cl3
−,

FClF−, etc., undergo XB in the sense of a 3c-4e bond, where,
according to molecular orbital theory, a covalent XB bond
order of 0.5 results. In these complexes, the outer atoms are
negatively charged, whereas the inner atom is less negatively or
slightly positively charged. If a Lewis base is carrying an
electron-withdrawing substituent (preferably F but also OH, Cl,
CN, etc.), XB can lead to partial 3c-4e character, which is given
in this work in percentage (see Table S2). This is low if amines,
ethers, or thioethers are involved but increases for phosphines
with electron-donor substituents to 100% and beyond,
indicating inverted 3c-4e bonding. For FCl···PH2OH (19), a
perfect 3c-4e bond is observed, which is the result of a peculiar
interaction between XB and HB (see below). This electronic
effect was first discussed by Alkorta and co-workers45 and called
chlorine shared bonds. We hesitate to use this term because it
suggests a new type of bonding, which is nothing else but the
well-known 3c-4e bond (or Rundel−Pimentel bond-
ing28,139,140).
5. Halogen transfer and ion interactions. Strong covalent

character associated with a large CT from A to X leads to a
breaking of the XY bond and the transfer of X+ to ARm. This
happens for phosphine complexes FCl···PHMe2 (17), FCl···
PMe3 (18), ClCl···PMe3 (106), and BrBr···PMe3 (107), which
might be considered as phosphonium halogenide complexes
that are stabilized by ion−ion attraction (see charges in the SI).

Figure 6. Relationship between the relative BSO n and the local XB stretching force constant ka (eq 1; solid black lines) for dihalogens and
interhalogens interacting with (a) SF2, SH2, and SMe2 and (b) PF3, PH3, or PMe3.

Figure 7. Relationship between the relative BSO n and the local XB
stretching force constant ka (eq 1; solid black line) for complexes
involving halotetragenes and four different acceptors (NH3, red
squares; NMe3, blue circles; PMe3, green triangles; Cl−, gray
diamonds).

Figure 8. Relationship between the relative BSO n and the local XB
stretching force constant ka (eq 1; solid black lines) for XB complexes
involving various organoiodine molecules and Cl− and NH3 as
acceptors.
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Because the phosphonium ion complexes also have 3c-4e
bonding character (the percentages given in Table S2 are >100
and have to be inverted: 100/115 = 87, 68, 43, and 81%), their
PCl bond is labilized, and only ClCl···PMe3 can be considered
to be dominated by phosphonium character. In this work, the
classification as an ion pair was first based on the YX and XA
distance analysis using the corresponding monomer distances
of di/interhalogens and phosphonium ions as reference (Table
S5). Subsequently, it was revised by utilizing the corresponding
BSO values (Table S6), which are more reliable. Accordingly,
Cl−···ClPMe3

+ is the only system with sufficient ion-pair
character, where bonding takes place in the form of
noncovalent dihalogen interactions between the Cl anion and
a positively charged Cl in the phosphonium ion. This situation
is generally considered as XB and can be contrasted with fully
delocalized 3c-4e systems such as [F···Cl···F]− or FCl···PH2OH
(19), which are also considered to be stabilized by XB.
6. Charge attraction/repulsion between X and A. Coulomb

attraction between a negatively charged A and a positively
charged X stabilizes XB. For an interhalogen XY, with Y being
the more electronegative atom, CT from X to Y leads to bond
polarity and a positively charged X atom. If the electronegativity
difference Δχ(Y,X) = χ(Y) − χ(X) increases (e.g., in the series

FCl to FAt), the charge of X increases and thereby X−A
attraction exists. Similarly, the negative charge of A can be
increased by electron-donating substituents so that Coulomb
attraction increasingly supports XB. Noteworthy is that XB in
FCl-phosphine complexes is relatively strong despite a charge
repulsion between a positively charged X (because of the higher
electronegativity of F) and a positively charged P (see Figure S3
and the following).
7. Role of a σ hole at X and the electrostatic potential. Charge

repulsion between X and A, as suggested by the calculated
NBO charges, does not consider the anisotropy of the electron
density distribution. The negative charge of X screens the
nucleus less in the XY bond (σ direction), thus leading to
positive values of the electrostatic potential V when V is
calculated outside the bond region for the 0.001 e/bohr3

electron density surface (henceforth called the van der Waals
surface). This is generally interpreted as a σ hole. The
importance of σ-hole,lp interactions is well-established.125−128

The σ hole of X in interhalogens XY increases with the polarity
of the XY bond, which increases with increasing Δχ(Y,X)
[Allred−Rochow χ values are 4.10 (F), 2.83 (Cl), 2.74 (Br),
2.21 (I), and 1.90 (At)141,142]. Similar trends can be found for
the interhalogens (Table S4). Accordingly, XB is influenced by
the σ hole of X in XY, as is reflected by an increase of the XB
BSO values in the series X2···ARm and FX···ARm (X = Cl, Br, I,
At; ARm = OH2, NH3; see Table S2).
8. Dipole−dipole interactions between XY and ARm. Electro-

static attraction between X and A can be influenced if the
molecular dipole moments are collinearly aligned as in FCl···
NH3, whereas dipole−dipole repulsion in a complex influences
the XB in FCl···PH3. Because of this, the dipole moments of
the monomers are listed in the Tables S3 and S4. Noteworthy
are the large dipole moments of NH2CN (4.61 D, Table S2)
and PH2CN (3.70 D), which are arranged in a direction that
leads to repulsion with the FCl dipole (0.86 D).
9. Mutual polarization XY and ARm. Interaction between the

multipole moments of the monomers (here only atomic
charges and dipole moments are considered) is enhanced by
induced electrostatic interactions. These depend on the
polarizability of the monomers and their polarizing power.
The first property is a tensor where for reasons of simplicity
here just the isotropic polarizability αiso is considered (see
Table S4), although a more detailed analysis might focus on the

Figure 9. Comparison of the BSO n values and the binding energy ΔE for (a) complexes 1−202. (b) Enlargement of the region 0 < n < 0.026; 0 <
ΔE < 19 kcal/mol. The purple line indicates the expected relationship between the two quantities. For the list of complex numbers, see Tables S2,
S9, and S10.

Figure 10. Comparison of the second-order CT stabilization energy
ΔE(del) = ΔE[lp(A)→σ★(XY)] and the BSO n values. The yellow
line provides a reference line (see the text). Complexes with 3c-4e
bonding have large ΔE(del). Complexes with strong 3c-4e bonding or
phosphonium character are not included.
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σ polarizability. The value of αiso increases steeply in the series
F2 (8.2 bohr

3), Cl2 (30.6), Br2 (45.4), I2 (71.6), and At2 (87.4),
thus explaining why Cl2 and higher halogens are so easily
polarized, which will lead also to an increase of the X σ hole by
a Lewis base with sufficient polarizing power. This can be
estimated by calculating V at a position on the van der Waals
surface of A, which is next to X and gives a measure for the
effect of the lp(A) electrons. The more negative V is for lp(A)
(see Table S3), the stronger should be the polarizing power of
the Lewis base. The negative value of V increases with (i) χ(A)
(amines have more negative values than phosphines) and (ii)
the electron-donating power of R in ARm. More positive values
of V at the position of lp(A) are obtained if the lp electrons are
delocalized as for CN substituents or when R has a much larger
electronegativity than A (as in PF3).
10. Augmentation of XB by HB. There are some interesting

exceptions to effects 1 and 2: An OH group does not lead to a
weakening of the XB but to its strengthening (FCl···PH2OH: n
= 0.364 compared to n = 0.304 for FCl···PH2CH3). Inspection
of the geometry of FCl···PH2OH reveals that this unusual
behavior of the OH group is due to HB with Cl, which
increases the complex stability. If the HB is broken by rotation
of the OH group, the hydroxyl group functions, as expected, as
an electron-withdrawing group with a XB weakening effect.
Clearly, electronic effects 1−5 are relevant for the covalent

part of XB, whereas effects 6−9 concern the electrostatic part.
Additional electronic effects can augment either covalent or
electrostatic XB. It is well-known that exchange repulsion and
dispersion forces influence the strength of XB.68,143 Further-
more, spin−orbit coupling plays a significant role for atoms
such as Br, I, and At.144−146 These additional effects were not
explicitly calculated in this work but have to be considered in
the following.
Before some classes of XB complexes are discussed in more

detail, it is appropriate to differentiate between physically based
observables and the model quantities used in this work. Clearly,
the local mode frequency can be measured88 and the local force
constants can be derived from the former. This is also true for
the electron density or the dipole moment, whereas NBO
charges are orbital-based and therefore model quantities. A
chemist wants to explain XB in terms of covalent, exchange,
electrostatic, inductive, and dispersion interactions. Politzer and
co-workers147−149 have recently pointed out that according to
the Hellmann−Feynman theorem150 noncovalent interactions
are purely Coulombic in nature and include polarization and
dispersion. Therefore, noncovalent interactions such as XB may
be described purely on the basis of Coulomb interactions.
Although this is a valid view, it does not exclude that one uses
model quantities such as NBO charges, CT values, or charge
delocalization energies for a more detailed, model-based
description of XB. We will use the CT values as an indicator
of covalent bonding, where one has to realize that within the
model used smaller contributions to CT might also arise from
other than covalent interactions. In a similar way, we will use an
energy-density-based model that distinguishes just between
covalent and electrostatic forces.121−123

XB with Phosphines. Considering all effects, the strong
covalency of XB in phosphine complexes (Table S2 and Figure
3) is noteworthy. This can lead to BSO values larger than 0.3
(1), where, as shown above, especially methyl substituents help
to increase the intrinsic XB strength. For P(CH3)3, the lp(P)
orbital energy is raised [CCSD(T): IP = 8.6 eV; IP(PH3) =
10.5 eV; Table S3] via hyperconjugation and a lower electron-

withdrawing effect of the methyl group. The very low value of V
[V(PMe3) = −28.8 kcal/mol; V(PH3) = −16.9 kcal/mol] and
the high polarizability (PMe3, 67.6 bohr3; αiso(PH3), 30.8
bohr3; Table S3) cause both the covalent and electrostatic parts
of XB in, e.g., FCl···PMe3 (ΔE = 28.0 kcal/mol; n(XA) = 0.512;
Table S2), to be relatively large and the complex to take the
character of a chlorophosphonium ion interacting with F− via
significant 3c-4e bonding (68%).
In the series Cl2, Br2, I2, and At2 or FCl, FBrl, FI, and FAt,

the electrostatic interactions with P(CH3)3 increase in a limited
way because of an increasing σ hole and an increasing
polarizability of X but an increased repulsion between positively
charged X and P (Tables S3 and S4 and Figure S4). At the
same time, the covalent contributions decrease because of an
increase in the σ★(XY) energy and a decrease of the orbital
overlap, as is documented by the CT values in Table S2.
Accordingly, for Cl2 and FCl, the strongest XB is found (n =
0.583 for 106 and n = 0.512 for 18), indicating in the first case a
phosphonium complex with 3c-4e character and in the second
case inverted 3c-4e character.
Using the 10 electronic effects discussed above, the trends in

the intrinsic strength of XB, as reflected by the BSO values
shown in Figures 3−6, can be explained in detail. The insight
provided by these values makes it possible to discuss XB for
halogenated carbon molecules, which are directly relevant for
polymer chemistry and materials science.

■ ASSESSMENT OF XB INVOLVING TETRAGENES

The lower electronegativity of carbon compared to that of the
halogens leads to higher orbital energies σ(XY) and σ★(XY)
and to reduced overlap between the latter and the lp(A) orbital.
The polarity of the CX bond is inverted (compared to FCl) and
causes a larger (smaller) orbital coefficient of X in the σ(CX)
bonding [σ★(CX) antibonding] orbital. Hence, 4e repulsion
between lp(A) and σ(CX) will be larger and 2e stabilization
between lp(A) and σ★(CX) lower. This can be directly verified
by the reduced CT and ΔE(del) values of the halocarbons
(Table S2). Halocarbons lead to weak electrostatic XB. To
increase the intrinsic strength of the XB involving a halocarbon,
the effective electronegativity of the C(X) carbon has to be
increased, which is accomplished by halogenation. Apart from
this, it is interesting to see how XB is changed when
halomethanes are replaced by the corresponding silanes,
germanes, and stannanes. For this purpose, a set of tetraganes
interacting with NH3, NMe3, PMe3, and the Cl− anion as
halogen acceptors were investigated. The calculated BSO values
of the halomethanes are shown in Figure 7.

XB for Halomethanes and Halotetraganes. According
to the calculated BSO values, both weak and normal XB are
observed, where the largest BSO values are obtained for the Cl−

anion (0.120−0.273 corresponding to ΔE values from 8.2 to
28.0 kcal/mol; Table S2), which indicates how anions as
halogen acceptors significantly increase the strength of XB.
Different from what was found for dihalogens and interhal-
ogens, halocarbons form XB with phosphines and, in particular,
P(CH3)3, which have slightly lower strength (0.047−0.122)
than those formed with NH3 (0.066−0.153) and N(CH3)3
(0.084−0.158; Table S2). This reflects the smaller covalent
character of the XB involving tetraganes as X donors. P(CH3)3
still leads to larger CT values (Table S2), but the corresponding
XB strength is also influenced by electrostatic contributions
such as X−A repulsion (attraction) determined by the
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calculated atomic charges, σ-hole−lp(A) attraction as reflected
by the calculated V values, and charge polarizability.
According to the BSO values, σ-hole−lp(A) attraction seems

to be decisive, as suggested by V values of −37.7, −30.9, and
−28.8 kcal/mol for the lp(A) in NH3, N(CH3)3, and P(CH3)3,
respectively. Nevertheless, small covalent contributions remain
to be important, as the BSO values of complexes with H3CI,
F3CI, Cl3CI, and CI4 reveal, where Cl3CI and CI4 form stronger
XB than F3CI for both NH3 and Cl−. This can be related to a
lowering of the lowest unoccupied molecular orbital (LUMO)
of the halomethanes, as was already pointed out by Huber on
the basis of binding energies.53 The highest BSO values are
obtained for Cl3C−I as a halogen donor, which is because of its
high polarizability (90.2 bohr3; Table S4) and a positive charge
at I, which is more attracted by the negatively charged N in
NH3 (−1.056 e) and N(CH3)3 (−0.500 e) than the positively
charged P (1.123 e; Figure S3) in P(CH3)3. Similar
considerations apply to F3C−I and I3C−I, which lead with
N(CH3)3 to relatively strong XB complexes [ΔE = 8.3 and 10.3
kcal/mol (CCSD(T)].
When C is replaced with a less electronegative tetragene such

as Si, Ge, or Sn [Allred−Rochow: χ(C) = 2.50 > χ(Ge) = 2.02
> χ(Si) = 1.74 ≃ χ(Sn) = 1.72141,142], the strength of the XB
decreases, where the BSO follows the changes in the σ-hole
potential value (see Tables S2 and S4) and the fact that X
becomes increasingly negatively charged. Again, the strongest
values are found for the iodomethanes. This clarifies that once
the interaction between RmCX and a Lewis base is considered,
it is limited to the moderate donor ability of the halocarbon,
where an iodocarbon provides the best option. Therefore,
stronger XB can only be provided by increasing the polarity of
the C−I bond via an increase of the effective electronegativity
of C, an increase of the polarizability of the halogen donor,
and/or modification of the Lewis base. As the examples
involving the chloride anion reveal, enlarged BSOs of up to 0.3
(in this work considered as the border to strong XB) result,
where both increases of the covalent [higher lp(A) energies and
stronger CT] and electrostatic contributions (higher polar-
izability of the Lewis base; Table S3) play a role.
XB for Organoiodine Compounds. Because iodocarbons

provide the strongest XB (among the tetragenes), an increase
of the perfluorinated iodoalkane chain might be one possibility
(184, 185, 195, and 196) to strengthen the XB. However, the
calculated BSO values reveal little improvement. The change in
the effective electronegativity of C(I) is too small. A larger
effect is obtained when p-diiodobenzene is perfluorinated. The
BSO value increases from 0.105 (186) to 0.117 (187) and the
binding energy from 3.8 to 6.0 kcal/mol where the increase of
the σ hole from V = 22.0 to 32.9 kcal/mol seems to be the most
important change. Perfluorinated p-diiodobenzene materials are
already widely used in gels, fluorescent materials, and
others.16,151−153

A larger change in the electrostatic potential V is
accomplished in the series difluorodiiodoethene (183, V =
32.3 kcal/mol), diiodoacetylene (182; 37.6 kcal/mol), and
iodocyanide (181; 51.8 kcal/mol; Table S4). If this is combined
with increased covalent and electrostatic contributions, as
provided by an anion such as Cl−, then BSO values of 0.215,
0.212, and 0.261 can be obtained, where the switch in the order
of the XB strengths is due to the covalent contributions and a
relatively large CT of 0.188, 0.179, and 0.221 e (electron;
ΔE(del) = 40.3, 35.2, and 52.8 kcal/mol; Table S2) in line with
the LUMO energies. The corresponding binding energies are

22.4, 22.9, and 31.6 kcal/mol [CCSD(T); Table S2].
Obviously, iodocyanide is too toxic to work with, but
diiodoalkynes could be used as suitable compounds to form
polymers based on XB, as is already known for some
time.154−156

XB of similar or even larger strength than the one found in
iodocyanide is observed for ONCI, ICNI, and NNNI
complexes. In the first case, the nitroso substituent leads to
an increase in the polarizability of the X donor (from 48.7
bohr3 for NCI to 59.8 bohr3 for ONCI), resulting in a slightly
stronger bond (BSO value of 0.174 compared to 0.161 for
NCI···NH3), whereas for ICNI and NNNI, the higher
electronegativity of N compared to C [χ(C) = 2.50; χ(N) =
3.07] lowers the energy of σ(NI) and σ★(NI) and improves the
lp(A)−σ★(NX) overlap, which results in larger CT and
ΔE(del) values compared to the ones found for iodocarbon
complexes (Table S2). Although ICNI and NNNI have a lower
electrostatic potential than NCI (V = 38.4 and 42.4 kcal/mol
compared to 51.8 kcal/mol), they are capable of forming XB of
similar strength for NH3 (BSO values of 0.130 and 0.171
compared to 0.161) and stronger XB for Cl− (BSO values of
0.335 and 0.368 compared to 0.261) with high 3c-4e character
(101% and 88%).

■ INTRINSIC XB STRENGTH AND COMPLEX BINDING
ENERGIES

There is a tendency of considering the binding energy ΔE of
XB complexes as a direct result of the intrinsic strength of XB.
This simplification overlooks that, even in the structurally
simplest XB complex, the magnitude of ΔE is determined by
many factors rather than just the intrinsic strength of the XB.
This also holds for dihalogens and interhalogens interacting
with simple Lewis bases. The mutual polarization of the
monomers leads in all cases to additional electronic effects,
increasing the stability of the complex. Therefore, ΔE is not a
simple reflection of the intrinsic strength of XB.
If one correlates the two XB complex properties BSO n(XA)

and complex binding energy ΔE, one obtains the diagram
shown in Figure 9. The scattering of data points suggests that
there is no direct relationship between the two quantities.
However, as indicated by the purple curve, which gives largely a
linear relationship between n and ΔE based on the two
reference molecules Cl2···OF2 (0.021) and FCl···OH2 (0.134),
three classes of XB complexes can be distinguished. The first
class contains the phosphonium ion 106, which has a covalent
Cl−P bond, some Cl···C interactions, and a BSO(XB) value
that is larger than suggested by ΔE (18.1 kcal/mol for Cl2···
PMe3; however, 75.3 kcal/mol for Cl

−···ClPMe3
+). In this class,

one can also place systems 17, 18, or 107 with inverted 3c-4e
character because they also have some (small) phosphonium
character.
The second class contains complexes with strong 3c-4e

bonding such as 7, 13−16, or 46−52, which also have larger
BSO values than ΔE values. Complex 19 belongs to this class
but has a larger ΔE due to a HB between XY and Lewis base.
Complexes such as 113, 114, or 115 have much larger binding
energies as a result of the large polarizabilities of the monomers,
which leads to stabilizing attractions between FX and the
methyl groups of the phosphine that do not enhance the direct
interactions between X and A but ΔE.
In the third class (to the left of the curve in Figure 9: larger

ΔE values than expected from the BSO values), there are
complexes with electrostatic and moderately covalent XB.
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Strong deviations from the expected ΔE can be observed for
the perfluorinated halogen donors 195 and 196, which are
strongly polarizable and therefore have significantly higher
binding energies ΔE. In this way, for each complex, additional
stabilization effects can be quantitatively determined once a
reasonable functional dependence has been established
between n and ΔE with the help of a few reference systems.
One can extend this approach by comparing delocalization

energies ΔE(del) with BSO values n (Figure 10). Scattering is
stronger in this case because the magnitude of ΔE(del)
depends on the orbital energies of lp(A) and σ★(XY) as well as
their overlap. In the two previous sections, we have discussed
the many effects determining orbital energies and overlap. On
top of this, electrostatic interactions can increase the BSO value
so that their magnitude becomes larger than expected from
ΔE(del) (examples are 51 or 52). By using ΔE(del) for
analysis, one has to be aware that its calculation is based on the
assumption of a specific Lewis structure, which in the case of
nonclassical 3c-4e bonding leads to exaggerated delocalization
energies. One can calculate with the perturbational molecular
orbital approach 3c energies.124 However, we have refrained
from using this approach and have excluded complexes with
strong 3c-4e bonding from the diagram in Figure 10 on which
the analysis of the covalent contributions was based.

■ CONCLUSIONS AND OUTLOOK

The strength of the XB of 202 complexes has been determined
for the first time quantitatively using local stretching force
constants, which reflect local features of the curvature of the
potential energy surface and can be directly related to measured
or calculated frequencies.86,89,90 The current investigation is put
into perspective with regard to other quantum-chemical
investigations of the recent years in Table 1. On the basis of
this comparison, a solid basis for future studies on more
sophisticated XB complexes is laid in the current work. Our
work has led to the following conclusions.
1. On the basis of the calculated BSO values, one can

distinguish weak (n < 0.1), normal (0.1 ≤ n ≤ 0.3), and strong
(n > 0.3) XB. Complexes with n close to 0.5 benefit from
nonclassical 3c-4e bonding. Complexes with n > 0.5 result from
a transfer of the halogen cation X+ from a polarized XY or XX
to the halogen acceptor and the formation of an ion pair that
itself is bonded by an inverted XB between the remaining
halogen anion (as Lewis base) and the halogenated Lewis base
as a new halogen donor. An example for such a X+ transfer is
Cl2···PMe3 → Cl−···ClPMe3.
2. We have established 10 different electronic effects to

analyze and explain the observed XB strength order of the 202
XB complexes.
3. The majority of the XB investigated has sizable covalent

contributions. There is not a single XB with a strongly positive
energy density in the bond region, which according to the
Cremer−Kraka criteria would indicate dominant electrostatic
bonding. Typically, the weak XB identified in this work possess
energy densities close to zero and dominant electrostatic
character.
4. Covalent contributions have been characterized by CT

from lp(A) to σ★(XY) and by the delocalization energy
ΔE(del) associated with this process. In all cases, at least some
covalent character of XB could be observed, which underlines
that XB is, in general, more covalent than either HB or
pnicogen bonding.83,97

5. It is remarkable that, besides the covalent contributions,
the σ-hole,lp(A) interactions, as measured by the electrostatic
potential V, are often decisive for the magnitude of the BSO
because they directly influence the intrinsic bond strength. For
example, the increasing intrinsic XB strength in the interactions
of FCl, FBr, FI, and FAt with a Lewis base such as PMe3 can be
predicted in this way. However, it is a simplification to explain
XB just by σ-hole interactions because covalent contributions to
XB always have to be considered.
6. Unusual are the relatively strong XB between dihalogens/

interhalogens and phosphines, especially if these are carrying an
electron-withdrawing substituent such as Z = F, OH, Cl, CN,
etc. In these cases, 3c-4e bonding is established leading to an
interaction of the type Y···X···PR2Z. The degree of 3c-4e XB is
quantitatively determined by the ratio BSO(X···A)/BSO(Y···
X). If the latter is close to 1.00, an ideal 3c-4e system is
established. If it is larger than 1.00, then an inverted 3c-4e XB
exists, with a stronger X−A interaction that in the extreme can
lead to a new bond.
7. Relativistic effects both strengthen and weaken XB because

of the s,p-orbital contraction for Br (small effect), I, and At.
Orbital contraction increases somewhat the effective electro-
negativity, which causes a less steep decrease of the covalent
contribution, as would be predicted by nonrelativistic orbital
energies and the overlap with A. Second, they lead to a smaller
σ hole (stronger shielding of the nucleus by orbital contraction)

Table 1. Comparison of Quantum-Chemical Investigations
of XB Complexesa

XB
complexes method properties and topics ref

IV (6) DFT-r4 ESP 20
I (22) MP2 ΔE, r, Jcoup 30
II (76) CCSD(T),

microwave
ΔE, r, kσ 32

II (15) CCSD(T) ΔE, ED, r, Θ 34
III (18) MP2 ΔE, r, Δω, IE 37
II (69) CCSD(T) benchmark r, ΔE 38
II, III (55) DFT-r4 BLW ΔE, IE, ED 41
III (100) MP2 ΔE, r, ESP 46
III (8) MP2 ΔE, ESP, ED 54
II,III (28) SAPT ΔE, ED, Θ XB vs CB, PB 66, 67
I (15) SAPT ΔE, ED, Θ 69
III (11) DFT-r2 ESP, ΔE, r, ρ 72
II (30) DFT-r4 dipole, ΔE 74
I (7) MP2 ΔE, r, ED, ρ, Θ 75
I (14) MP2 ρ, XB vs HB 76
I (16) MP2 ΔE, r, Jcoup 83
III, IV (57) DFT-r4, MP2 ESP, ΔE, r 123,

125
IV (12) MP2 ESP, ΔE, r, Θ 130
II (7) DFT-r4 BLW ΔE, r, ESP, ED, Δω, Θ, XB vs

HB, CB, PB
133

I, II, III, IV
(202)

CCSD(T),
DFT-r4

ΔE, r, ρ, ESP, ωa, ka, BSO this
work

aGroups I−IV according to Figure 1 and the number of XB complexes
studied given in parentheses. XC functionals of DFT are classified
according to their rung in “Jacobs’s ladder” (r2, GGA; r4, hybrid XC).
ESP = electrostatic potential, ΔE = binding energy, Jcoup = NMR spin−
spin coupling constants, ED = energy decomposition, ρ = electron
density, r = geometric parameters, kσ = intermolecular force constant
from microwave spectroscopy, Δω = frequency shifts, Θ = angular
distortion, CB = comparison with chalcogen bonding, and PB = with
pnicogen bonding.
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for the higher halogens, as expected on the basis of their atomic
number. Compared to the nonrelativistic effects, the relativistic
effects are too small to change the overall trends in covalent or
electrostatic XB.
8. It is remarkable that, because of the formation of a

supporting HB, the otherwise destabilizing OH group can
substantially increase the intrinsic strength of XB. In the case of
FCl···PH2OH, a nonclassical complex is formed with ideal 3c-
4e bonding. We suggest exploiting the combination of HB and
XB systematically to generate new polymers and other
materials.
9. Halomethanes and halotetraganes are limited in establish-

ing strong covalent contributions to XB. This is actually a result
of the relatively low electronegativity of C (and the higher
tetragenes) and the limited polarity of the C−X (Si−X, Ge−X,
and Sn−X) bond. These limitations can be overcome by
increasing the σ hole and polarizability of X, which is best
accomplished by reverting to iodo-substituted carbon mole-
cules. Essential is that the carbon framework is also highly
polarizable, which is achieved if carbon molecules with multiple
bonds are involved. This explains the stability of XB in
connection with diiodoacetylene or diodopolyalkyne and their
frequent use in polymer chemistry.16,154−156

10. We suggest as new materials the use of perfluorinated
diiodobenzene, which has relatively strong XB with alkylamines
and gains stability by its large polarizability. Iodocyanide should
be too poisonous to use, iodophosphaethyne (I−CP) should
only be stable at low temperatures, and diododizomethane
(I2CN2) should be explosive, which limits the possibility of
utilizing strong XB for systems with triple or multiple bonds.
However, I-substituted derivatives of 1,3-dipolar molecules
such as diazonium betaines (INNN and I2CNN), nitrilium
betaines (ICNO, ICNI, and ICNCR2), or azomethines should
provide possibilities for polymers if reacted with diamino
perfluorinated polyalkenes or diaminopolyalkynes. 1,3-dipolar
cycloadditions would lead to a very stable network of bonds in
such polymers.
11. Apart from providing for the first time a quantitative

order of intrinsic XB strengths, we have developed a new
method for analyzing complex binding energies ΔE. This is
based on two or three reference complexes that are used to
establish a relationship between ΔE and BSO n. Any deviation
from the reference line can be analyzed in terms of the
electronic effects, causing the deviation. This makes it possible
to quantify the energetic consequences of the latter and get a
better understanding of how the interplay of different electronic
effects leads to the actual complex binding energy. Similarly,
one can analyze the delocalization energies ΔE(del), electron
density ρ(rb), or energy density H(rb) by comparing them with
the BSO values and using suitable reference values.
Finally, a caveat has to be made with regard to the σ-

hole,lp(A) interactions because one might consider them to be
a covalent contribution in the sense that the “lp(A) orbital
directly donates charge to the σ-hole”. However, covalent
contributions always depend on both potential and kinetic
energy. In this work, the energy density H(rb) was used to
determine the covalency of XB. It was found that H(r) is not
necessarily a minimum at the position of the σ hole, which
indicates that analysis of the σ hole can provide some insight
into the electrostatic but not the potential covalent character of
XB. Additional covalent contributions, even if small, can change
the intrinsic strength of XB.
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