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ABSTRACT: The reaction mechanism of the cycloaddition of 10
1,3-dipoles with the two dipolarphiles ethene and acetylene is
investigated and compared using the Unified Reaction Valley Approach
in a new form, which is based on a dual-level strategy, an accurate
description of the reaction valley far out into the van der Waals region,
and a comparative analysis of the electronic properties of the reaction
complex. A detailed one-to-one comparison of 20 different 1,3-dipolar
cycloadditions is performed, and unknown mechanistic features are
revealed. There are significant differences in the reaction mechanisms
for the two dipolarophiles that result from the van der Waals complex
formation in the entrance channel of the cycloadditions. Hydrogen
bonding between the 1,3-dipoles and acetylene is generally stronger,
which leads to higher reaction barriers in the acetylene case, but which
also facilitates to overcome the problem of a reduced charge transfer
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from 1,3-dipole to acetylene. Mechanistic differences are found in the prechemical and chemical reaction regions with regard
to reactant orientation, preparation for the reaction, charge transfer, charge polarization, rehybridization, and bond formation.
It is shown that similarities in the reaction barriers as determined by CCSD(T)-F12/aug-cc-pVTZ calculations result from a
fortuitous cancellation of different electronic effects. In general, a caveat must be made with regard to oversimplified descriptions
of the reaction mechanism based on orbital theory or energy decomposition schemes.

1. INTRODUCTION

The current investigation is part of a larger project aimed at
designing catalytic reactions that proceed via a relatively low
barrier to a desired product. In this connection, the Unified
Reaction Valley Approach (URVA)' ™ is used as a major tool.
URVA in its 2016 version (URVA2016) provides an in-depth
insight into the reaction mechanism beyond the results of
any conventional quantum chemical analysis of the reaction
mechanism.”” Any new mechanistic method must verify its
usefulness for a well-known set of reactions so that its advantages
and disadvantages become transparent and well-understood.
In this work, we chose 1,3-dipolar cycloadditions. Because of the
large variation in the 1,3-dipoles XYZ (X, Y, Z: CHn; N, or O, X:

Since the 1,3-dipolar cycloadditions are synthetically challeng-
ing,"®"” provide the possibility of catalytic improvements,””~>* and
lead to desirable products,”*™*" investigations are in the
hundreds and beyond what can be cited here. We focus in
this work on the quantum chemical investigations, as they can
provide a direct insight into the mechanism of the 1,3-dipolar
cycloadditions.”*** Whenever the computational description
of pericyclic reactions has to be considered, then the work of
Houk and his co-workers deserves special mentioning, and this
also holds for the 1,3-dipolar cycloadditions.*' = So far, the
mechanism of these cycloadditions has been investigated from
a general point of view,”%”®" where specific features such as the
energetics, 37> kinetic aspects,43 regio- and stereoselectiv-

- 2830,36,47,62 tedness, 104546 ted in th

NH or N; Y: CH,, NH, or O) one expects a similarly large iy, concertedness, of nonconcertedness in the

variation in the reaction mechanism.”~"* Surprisingly, this expecta- presence of radical-stabilizing groups are reported in the
literature.

tion is not fulfilled, as the mechanism of all 1,3-dipolar cyclo-
additions is similar as was first proposed by Huisgen."” Huisgen
pointed out the common nature of these cycloadditions as con-
certed pericyclic reactions, which, according to the Woodward—
Hoffmann rules, should be symmetry-allowed (7'*s + %s)-
reactions irrespective of the nature of the 1,3-dipole or the
dipolarophile."*~" Although the concertedness of the 1,3-dipolar
cycloadditions was heavily critiqued in the early days,'” their basis
nature as one-step reactions is generally accepted nowadays.*~"*
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Those attempts deserve special attention, which analyze
the reaction mechanism of the 1,3-dipolar cycloadditions
with innovative tools such as the distortion energy of the
reactants, which is supposed to rationalize trends in the observed
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cycloaddition barriers,*"*****" the vibrational mode analysis of

the reactants to find means for accelerating the reaction via
mode enhanced reaction rates,*>***¢ the investigation of the
biradical character of the 1,3-dipoles to rationalize their reactive
(dis)similarity,””*"** or their potential zwitterionic character.”*
Finally, it has to be mentioned that comparative studies of
Domingo and co-workers® ™% are closely related to the current
work, as they analyzed a similar set of reactions using however
conventional tools of mechanistic quantum chemistry.

The mechanistic analysis presented in this work is off-
mainstream insofar as it considers the whole reaction path and
reaction valley from the early entrance channel where the van der
Waals interactions between the reactants take place, to the late exit
channel with the conformational adjustment of the products.' ™
Any change in the direction of path and valley is registered by
the URVA analysis and translated into the electronic structure
changes causing the changes. In this way, URVA registers
charge transfer, charge polarization, the adjustment between the
reactants to adopt a suitable configuration, rehybridization at the
reaction centers, and, most importantly, the processes of bond
forming and bond breaking. Each of these mechanistic changes
can be characterized by the adequate amount of energy needed,
so that, based on the URVA analysis, individual contributions
to the reaction barrier and reaction energy can be identified.'
This analysis is meaningful because URVA provides the
possibility of comparing different reaction paths directly to each
other so that mechanistic features of the 20 reactions investigated
in this work can be presented in a single reaction diagram, which
reveals in a simple way all (dis )similarities. In addition to physically
well-defined properties such as geometry, dipole moment, or
polarizability, we included also properties based on model
quantities such as natural bond orbital (NBO) charges, highest
occupied molecular orbital—lowest unoccupied molecular orbital
(HOMO-LUMO) gaps, which have been frequently used in the
discussion of 1,3 dipolar reactions, although one must be aware
of their shortcomings.”®’

Utilizing the advanced possibilities of URVA®”7°~"* this work
will provide answers to a number of questions: (1) Why are
the reaction barriers of ethene and acetylene cycloadditions so
similar, while their reaction energies are so different? This is in
contradiction with the Hammond—Leffler postulate, which
predicts for the more exothermic reaction a lower barrier.”””®
(2) What is the chemically decisive step of the reaction
mechanism that determines the reaction barrier? (3) What
influence have the van der Waals interactions in the entrance
channel on the overall reaction mechanism and the energetics, or
are these exclusively decided in the chemical phases? (3) Are there
postchemical phases, and what influence do they have on the
mechanism? (4) How are the bond-forming steps prepared, and
what role does the mutual interaction between 1,3-dipole and
dipolarophile play? (5) Is there a possibility to reduce the reaction
barriers by including suitable substituents? (6) What general
conclusions can be drawn based on the use of URVA2016 with its
new features?

To answer these questions we investigate in this work the
1,3-dipolar cycloadditions between 10 different 1,3-dipoles (three
diazonium betaines, three nitrilium betaines, three azomethines,
and nitryl hydride; Figure 1) and the dipolarophile ethene. Next,
we compare these reactions with the corre%ponding cyclo-
additions involving acetylene as dipolarophile.”” The results of
this work are presented in the following way: Section 2 shortly
summarizes the theoretical tools used in this work. Section 3
contains the results and discussions part where the latter focuses
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on a detailed description of the reaction mechanism. Section 4
compares the mechanism in dependence of the two dipolar-
ophiles ethene and acetylene, whereas Section 5 draws the
conclusions of the URVA analysis and discusses the chemical
relevance of the current work.

2. COMPUTATIONAL DETAILS

The theoretical basis underlying URVA and the calculation of
parameters along the path has been well-described in previous
publications®®”?~7*77"% and review articles.">** Of particular
interest to this investigation is the previous study of the reactions
of 1,3-dipoles with acetylene.””

URVA follows the reaction complex (RC) along the reaction
path through the reaction valley in (3N — L)-dimensional space
(N: number of atoms of RC; L: number of translations and
rotations) from reactants to products via the transition state
(TS) utilizing mass-weighted coordinates. Any change in the
electronic structure of the RC is registered by its vibrations, and
any change in the vibrations leads to a change in the coupling
with the translation along the path.”” URVA determines these
changes by the curvature coupling coefficients B, ; (1 denotes the
vibration; s denotes the position along the path in terms of its arc
length). The curvature coupling coefficients determine the scalar
curvature k(s) given as the length of the curvature vector k, which
measures the curving of the path.*>”” Hence, any change in x(s)
reflects a specific electronic structure change of the RC, which is
analyzed in URVA2016 by a decomposition of the curvature in
terms of local internal coordinate modes that have been defined
recently.” These modes (henceforth, called curvature compo-
nents) characterize the electronic structure changes in terms of
its magnitude (importance) and position along the reaction path.
In this way bond breaking (forming), charge transfer,
rehybridization, etc. can be located and described in detail.
The new decomposition into internal coordinate modes has
turned out to be robust in the case of reactions with biradical/
biradicaloid character to which the 1,3-dipolar reactions
belong.”" The single-reference description of reactions having
an amount of biradical/biradicaloid character may lead to
reaction path instabilities (denoted by imaginary frequencies in
the reaction valley). A reaction path curvature decomposition
into local or normal mode contributions tends to fail in such a
situation. The decomposition into internal coordinate modes
described by Zou and co-workers’ and implemented in
URVA2016 avoids this failure, even in the case of reactions
characterized by strong multireference character.’

Changes in energy, geometry, path direction, scalar curvature
of the path, atomic charges, charge transfer, dipole moments,
isotropic polarizability, and other variables are routinely
monitored as a function of the path length s. The mechanism
is dissected into reaction phases, which are defined by the
minima of the scalar curvature (s) and given as M1, M2, etc.
starting in the entrance channel of the reaction valley (s < 0;
s(TS) = 0 amu'/?/bohr, henceforth called s-units). A curvature
enhancement or peak indicates electronic structure changes,
whereas a curvature minimum is normally indicative of a lower
activity of the RC typically happening between two different
electronic structure changes. However, there are also situations
in which two electronic structure changes couple, so that a
curvature peak is characterized by a shoulder caused by the
second process. It is useful to consider such a curvature shoulder
as belonging to a new reaction phase. The phase borders can
be defined in this case by the component analysis of the path
direction.
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Figure 1. 1,3-Dipolar cycloaddition systems 1—10 investigated in this work. The conformation of the product is given in terms of puckering

. 81,83,84
coordinates

to quantify differences in the puckering. The phase angle ¢, depends on the numbering of the ring: clockwise starting at Y.

Using URVA2016 and an improved path-following algorithm,*’
the reaction valley can be followed far out into the van der
Waals region of entrance and exit channel in steps of 0.03 s units
thus leading to 1000 and more path points at which energy, first-,
second-, and third-order response properties are calculated.’
In this connection, it has turned out to be useful to distinguish
between prechemical, chemical, and postchemical reaction phases.”
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In the prechemical phases the reaction partners orient to each
other. In the chemical phases, the chemical processes take place,
whereas in the postchemical phases the product adopts the
equilibrium conformation.

In addition to an analysis of the curvature in terms of bond
length, bond angle, and dihedral angle components, we also
used conformational components such as pyramidalization and
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Table 1. Energetics of Cycloaddition Reactions 1—10“

ARE AE“? ArH AH“ ARS AS? ARG AG”

®B96X-D B3LYP CCSD(T) wB96X-D B3LYP CCSD(T) CCSD(T) wB97X-D CCSD(T)

-F12a -F12a -F12a -F12a

reaction e a e e e a e e e e e e e e
1 (NNO) -9.1 —42.3 —-8.8 -10.0 29.8 27.5 249 26.8 =73 272 —34.6 -35.0 3.0 37.6
2 (NNNH) —26.7 —67.7 —23.8 —26.9 22.4 19.7 18.9 19.3 —-22.8 20.3 —41.9 -37.9 -10.3 31.6
3 (NNCH,) —38.6 —56.8 —34.7 —40.3 16.6 14.3 15.8 13.1 —35.6 14.2 —42.4 -37.7 -23.5 254
4 (HCNO) —46.2 —-82.0 —43.6 —47.2 15.2 12.9 12.8 11.3 —43.1 11.9 -39.0 —-35.2 -31.5 22.4
5 (HCNNH) —66.3 —-107.9 —60.4 —65.7 8.8 7.7 8.2 6.1 —60.5 6.9 —41.6 —-37.2 —47.6 18.0
6 (HCNCH,) —76.4 -95.3 —69.7 =771 7.3 6.3 8.4 4.3 -71.8 52 —42.8 -37.8 -59.0 16.4
7 (H,CNHO) -35.3 -50.3 -31.5 —35.6 14.1 13.3 13.4 12.5 -31.5 13.5 —41.8 -39.9 -19.1 25.4
8 (H,CNHNH) —-52.7 —66.4 —45.6 =S1.S 8.3 7.0 9.3 6.6 —47.0 7.7 -39.7 -39.7 =352 19.6
9 (H,CNHCH,) -71.7 —84.7 —64.8 =71.0 0.9 1.1 34 ~0 —65.9 1.0 —-39.6 —-38.0 —-54.1 12.3
10 (ONHO) -9.1 -22.1 =7.5 -10.5 31.1 31.1 27.1 28.7 =72 29.6 -39.5 —-39.1 4.6 41.2

“Energetics of cycloaddition reactions 1—10 involving ethene (e) or acetylene (a). Values for acetylene from ref 77. B3LYP calculations performed
with the 6-31G(d,p) basis set. Reactant energies are BSSE corrected. All other calculations were performed with the aug-cc-pVTZ basis set.
Enthalpies and free energies were obtained with @B97X-D geometries and thermochemical corrections. AxE, AgH, ARG, AgS correspond to the
reaction energy, enthalpy, free energy and entropy; AE’, AH, AG*, AS® correspond the activation energy, enthalpy, free energy and entropy.
(Energy differences in kcal/mol and entropy differences in cal/(mol K)).

puckering coordinates for the description of the path curvature.
Since five-membered rings are formed in reactions 1—10 and
some of these are puckered, we utilized the Cremer—Pople
puckering coordinates for the conformational description.®' ~**
For the purpose of quantitatively assessing the degree of
rehybridization during the cycloaddition reaction, the curvature
was also characterized in terms of pyramidalization angle
components for the CH, groups defined by the deviation of all
C(sp*) bonds from planarity (z = 0°) and adopting tetrahedral
angles in the ideal case of an sp’-hybridized CH, group
(z(max) = 19.5° or another value depending on the structure
of the reactant). The value of (z(max) — 7(s))/z(s) given in
percentage gives the degree of rehybridization at a path point s.
Similarly, the bending of acetylene caused by the 1,3-dipolar
cycloaddition can be expressed where a direct comparison of the
rehydridization of ethene and acetylene is possible, because reaction
path and valley are described in mass-weighted coordinates. It is an
important advantage of the URVA analysis that different reactions
can be directly compared, which otherwise would only be possible for
the stationary points on the potential energy surface (PES).

All reactions of this study are examined by a dual-level approach.
The energetics is determined with a high-level approach in form
of coupled cluster with all single and double excitations and a
perturbative treatment of the triple excitations plus an explicit
electron correlation with the F12 excitation operator (CCSD(T)-
F12).%% The reaction valley and reaction path are analyzed with
URVA employing a less costly method in the form of B3LYP.*”**

In additional complete active space self consistent field
calculations, we performed the URVA analysis for some of the
cycloadditions (6, 9, 10) and compared its results with those
obtained with the density functional theory (DFT) hybrid
functionals. The mechanistic description in form of the curvature
decomposition diagrams does not change, which is an observa-
tion that we have made repeatedly in our URVA studies and
which we could trace back to the self-interaction error of the
XC functionals being used. DFT includes left—right electron
correlation effects resulting from the exchange self-interaction
error™ "> and therefore accounts for some of the multireference
effects. This is the reason why only a few path instabilities
due to multireference effects are found for the reaction systems
investigated. As described by Zou and co-workers,® these path
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instabilities no longer cause a problem for the URVA analysis.
Besides the B3LYP hybrid functional, the influence of possible
dispersion errors was investigated by performing wB97X-D
calculations.” The latter is known to lead to geometries and
relative energies close to CCSD(T) values.”* These calculations
as well as those at the CCSD(T)-F12a level of theory86 were
performed with Dunning’s aug-cc-pVTZ basis set.”> Thermo-
chemical corrections obtained at the wB97X-D/aug-cc-pVTZ
level of theory were used to calculate the energetics of the
20 reactions in terms of relative enthalpies and relative free
energies at the CCSD(T)-F12/aug-ccpVIZ level of theory.
Charge transfer and charge polarization of the RC when moving
along the reaction path were calculated using the NBO analysis of
Weinhold and co-workers.”*”” All URVA-related properties were
found with the program package COLOGNE16.” For the coupled
cluster calculations the program MOLPRO” was used, whereas the
DFT calculations were performed with Gaussian09.'"

3. RESULTS AND DISCUSSION

The energetics of the reactions investigated in this work is
analyzed and compared with that of the corresponding acetylene
reactions in Tables 1 and 2. Calculated electrical properties
(dipole moments and polarizabilities) of the RCs 1—10 are listed
in Table 3, while in Table 4 properties of the two dipolarophiles
ethene and acetylene are listed.'””'*> The formation of
(bi)radicaloids precedes bond formation. The data in Table 5
describe the rehybridization of the reactants to form the
(bi)radicaloids and gives the asynchronicity of the cycloaddition
reactions.

Reaction Energetics. The first three 1,3-dipole reactions
involve the diazonium betaines XYZ (propargyl-allenyl type
1,3-dipoles; XY: N=N, Z: O, NH, CH,) 1, 2, and 3 that lead
to relatively high barriers at the CCSD(T)-F12 level of theory
(26.8,19.3,and 13.1 kcal/mol, Table 1 and Figure 1) and moderate
exothermicity (AgE: —10.0, —26.9, and —40.3 kcal/mol).
Reactions 4, S, and 6 have as a 1,3-dipole a nitrilium betaine
(XY: HC=N, Z: O, NH, CH,), which leads to more exothermic
reactions (ARE: —47.2, —65.7, —77.1 kcal/mol) and lower barriers
(11.3, 6.1, 4.3 kcal/mol). Finally, three allyl-type 1,3-dipoles
were reacted with ethene: The azomethines 7, 8, and 9 (allyl-type

DOI: 10.1021/acs.jpca.6b07975
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Table 2. Energy Changes for Regions of the Reaction Path for Ethene and Acetylene”

AE(vdW) AE® AE(prep) AE(bend) AE(bond 1) AE(bond 2) AE(exit)
reaction e a e a e a e a e a e a e a
1 (NNO) 0.01 —0.34 24.9 24.7 1.20 1.07 23.7 23.6 —27.9 —63.3 —5.8 —-83 -33.7 -71.6
2 (NNNH) —2.49 —-1.74 212 19.4 4.57 2.60 16.7 16.7 —32.5 —48.7 —10.2 -39.7 —42.7 —88.4
3 (NNNCH,) 0.63 —0.87 152 16.0 1.16 1.67 14.1 14.3 —48.4 —68.6 -2.0 =33 —-50.4 —=71.9
4 (HCNO) -0.33 —-1.74 132 14.9 2.60 3.99 10.6 11.1 -52.0 —87.4 —4.4 —-10.4 —56.4 -97.7
5 (HCNNH) —1.4S5 -2.55 9.3 10.6 3.28 321 6.0 7.5 —61.8 -97.8 —6.8 —-194 —68.6 -117.3
6 (HCNCH,) —-0.14 —2.44 8.5 11.3 2.14 3.98 6.4 74 —61.0 —78.6 -17.0 —-23.8 —78.0 —102.4
7 (H,CNHO) -0.99 —-3.23 14.4 16.4 4.08 6.29 10.3 10.1 —40.0 —49.5 —4.9 —14.8 —44.9 —64.3
8 (H,CNHNH) -2.59 —4.77 11.6 13.3 4.65 6.26 7.0 6.9 —48.5 —60.3 —6.4 —13.8 —-54.9 —74.1
9 (H,CNHCH,) 096 —066 24 28 057 015 19 27  —550 —S81 —132  —289  —682  —869
10 (ONHO) —3.66 —3.88 30.5 29.9 9.19 6.05 214 23.8 —26.6 =31.7 =79 -19.5 —-34.5 =S1.1

“Energy changes for regions of the reaction path (in kcal/mol). Included are columns for: AE(vdW) (van der Waals complexation energy, the
energy of the RC on the first path point (minimum), values are BSSE corrected); Activation energy AE%: E change from start of path to
TS; AE(prep): E change from start of path to beginning of the first chemical phase, (e.g, energy consumed during the prechemical phases);
AE(bend): E change from start of bending phase to TS; AE(bond 1): E change from TS to end of first bond phase; AE(bond 2): E change from end
of first bond phase to end of path, and AE(exit): E change from TS to end of path. If a van der Waals complex is formed (negative AE(vdW)), the
energy change from the start of the path to the TS is larger than the activation energy given in Table 1 as there the TS energy is compared to the

energy of the separated reactants. B3LYP/6-31G(d,p) calculations.

Table 3. Properties of 1,3-Dipoles and Reaction Complexes 1—10 Reacting with Ethene®

polarizability o dipole moment u orien-

reaction Ay a,, a,, Qg P Hy ", Heotal tation
1 1.1 1.1 4.1 2.1 0 0.01 —0.01 0.01 7.3
2 LS 15 S4 2.8 11S 1.17 1.07 1.96 -11
3 2.3 1.6 6.4 3.4 0.00 0.20 171 172 —10.0
4 13 1.7 S.1 2.7 0.00 0.89 —3.00 3.13 342
S 19 2.0 7.2 3.7 1.38 —-1.2$ 0.89 2.06 2.7
6 2.6 2.3 8.7 4.5 0.00 1.31 0.98 1.63 —13.9
7 3.0 2.3 S.0 3.4 1.09 1.83 —2.69 3.43 27.5
8 3.7 1.8 6.9 4.1 0.31 0.47 —2.26 2.33 9.4
9 3.9 2.0 9.0 5.0 —1.23 0.59 0 1.36 0.0
10 1.8 13 3.5 22 —2.46 0.82 0 2.60 0.0

“Reference point is C, that is, the first point of the last prechemical phase. Dipole moment components i, (@ = x, y, z) and total dipole moment y,,y
(in debye); polarizability components @, and isotropic polarizability @, (in A®); orientation angle of the 1,3-dipole (X2Z4 axis) relative to the CC
axis of ethene. B3LYP/6-31G(d,p) calculations with regard to the isolated 1,3-dipole in the geometry of the reaction complex at point C. See Table 4

for axis definitions.

1,3-dipoles; XY: H,C=NH, Z: O, NH, CH,) lead to reaction
energetics similar to those of the nitrilium betaines (AgE: —35.6,
—51.5, =71.0 kcal/mol; AE* 12.5, 6.6, ~0 kcal/mol), whereas
the reaction energetics of nitryl hydride 10 resembles that of the
diazonium betaines (AgE: —10.5; AE* 28.7 kcal/mol). These
trends are correctly reproduced by the two XC functionals used in
this work (Table 1).

A comparison of the energetics of the ethene reactions with
those of the acetylene reactions (Table 1) reveals that the latter
are always more exothermic (16—41 kcal/mol for the diazonium
betaines; 18—42 kcal/mol for the nitrilium betaines, and
12—1S5 keal/mol for the allyl-type 1,3-dipoles, Table 1). The
larger exothermicity in the case of acetylene is clearly a result
of the fact that planar #-delocalized (partially aromatic) pro-
ducts are formed, whereas in the ethene reactions puckered
five-membered rings are generated that do not benefit from
m-delocalization. According to the Hammond—Leffler postu-
late,”>”° more exothermic reactions should have an earlier TS
and a lower barrier. This is not confirmed for the acetylene
reactions, which are more exothermic but have always larger
barriers if these are determined with regard to the separated re-
actants at the CCSD(T)-F12/aug-cc-pVTZ level of theory (Table 1).

8404

The reactants can form van der Waals complexes, which prefer
an end-on H-bonded rather than n-complex configuration
(exceptions: 1, 9, and 10) and are more stable than the cor-
responding ethene complexes (Figure 2 and Table 2). The failure
of the Hammond—Leffler postulate becomes understandable if
one compares the energy profiles of the ethene and acetylene
reaction. These are characterized by differently long prechemical
regions and little similarity between the ethene and acetylene
starting geometries. Also, the products have different geometries
(planar in the first case and puckered in the second). Hence,
an important prerequisite of the Hammond—Leftler postulate
(similarity in the structures of TS and reactants/products) is not
fulfilled.”>”°

Houk and co-workers"”" have argued that the similarity in the
barriers results from the fact that the barriers are dominated by
the distortion of the 1,3-dipole. These authors point out that
the distortion of acetylene requires somewhat more energy
thus leading to the small difference in the barriers. Cossio and co-
workers,'*”'** who examined reactions 4 and 7 with acetylene
and with ethene, suggested that the TS of 4a (a: acetylene)
establishes a 7 aromatic system. However, the # aromaticity
measured by nucleus-independent chemical shifts (NICS) is

49,5
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Table 4. Comparison of Acetylene and Ethene®

Pz Gy
dipolarophile [A%] [A%]
ethene 4.61 1.32
acetylene 4.17 119
HOMO LUMO
[Hartree] [Hartree]
ethene —0.374 46 0.18279
acetylene —0.404 43 0.22022
IP EA
[eV] [eV]
ethene 10.5 -15
acetylene 1L1.S -2.5; -1.8

a,, o
[A%] [A%]
3.07 3.00
1.19 2.18
LUMO-HOMO K [0
[Hartree] [mdyn/A] [em™]
0.557 25 1.63 968
0.624 65 0.15 624
IP-EA R(CC) ref
[eV] [A]
12.0 1.330 101,102
14.0; 13.3 1.205 101,102

“Polarizabilities, C—C bond lengths, local mode force constants k%, and local mode vibrational frequencies @* calculated at B3LYP/6-31G(d,p).
HOMO and LUMO energies at HF/6-31G(d,p). The z axis, shown in blue, points along the dipolarophile CC bond. The y axis, shown in red, points
in the 7 direction of the dipolarophile, toward the incoming 1,3-dipole. The x axis, shown in green, lies perpendicular to the y and z axes. The x axis

lies in the plane of ethene.

Table S. Differences in Rehybridization of 1,3-Dipole and Dipolarophile as Determined by the Reaction Path Curvature”

reaction As(acetylene) As(ethene)
1 (NNO) —0.57 -171
2 (NNNH) —0.99 -192
3 (NNNCH,) -0.12 -135
4 (HCNO) —0.45 ~1.68
5 (HCNNH) —0.45 -1.62
6 (HCNCH,) —036 -129
7 (H,CNHO) 0.12 —0.69
8 (H,CNHNH) 1.0 —0.69
9 (H,CNHCH,) 0.09 —0.75
10 (ONHO) 030 —0.15

asynchronicity
difference AA(s) acetylene ethene
1.14 22.6 16.2
0.93 9.2 3.2
1.23 =219 -1S8.5
1.23 41.3 22.7
1.17 28.0 13.7
0.93 -84 0.1
0.81 23.7 16.7
1.74 17.1 114
0.84 0.0 0.0
0.45 0.0 0.0

“The rehybridization delay As gives the shift of the curvature peak due to 1,3-dipole bending into the entrance channel relative to the minimum of
the C3 (or C1) bending/pyramidalization component of the reaction path curvature (compare with Figure 3, first chemical phase; there, Pyr denotes
pyramidalization). Negative values indicate the 1,3-dipole bending occurs before the rehybridization of the dipolarophile. Difference AAs measures
the delay in ethene pyramidalization relative to C3 (C1) bending. The asynchronicity in bond formation is derived from the offset of the
rehybridization processes expressed in percentage. Path positions s and As values are given in amu'/*bohr (s units). B3LYP/6-31G(d,p) calculations.

similar for the TS of 4e and that of 4a. (If the ethene reaction has
to be distinguished from the acetylene reaction the symbols 4e
and 4a are used.) These authors concluded that only in-plane
aromaticity is significant in these TSs, and the fact that the
acetylene products are aromatic does not indicate that acetylene
TSs will benefit from extra aromatic stabilization. Domingo and
co-workers” investigated a similar set of 1,3-dipolar cyclo-
additions for ethene and acetylene. They mention that the
geometry of the RC involving acetylene is more asynchronous at
the TS than in the case of ethene. One could speculate that with
increasing asynchronicity the barrier increases, but this depends

8405

on whether bond formation is before (increase of the barrier) or
after (decrease of the barrier) the TS. Apart from this, Domingo
and co-workers treat the barriers for the two dipolarphiles as
equal and try to predict them via the electrophilicity
(nucleophilicity) and chemical hardness of the 1,3-dipole.*>*

We will show in the following that these arguments might not
be relevant for the peculiar energetics of reactions 1—10. In
Figure 3a—j, the curvature diagrams for the 10 ethene reactions
investigated are displayed. The scalar curvature is given by the
bold black line, and the most important curvature components
are shown in colored lines.
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Reaction Mechanism. As in the case of the acetylene
a three-phase mechanism is found for the 1,3-dipolar
cycloadditions of ethene in the chemical region. The mechanism
involves a bending (rehybridization) phase in the entrance channel
(before or containing the TS at 0 s units) and a bond-forming
phase for the first and another one for the second bond in the exit
channel. The three chemical phases (gray areas in Figure 3a—j)

- 77
reactions,
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are preceded by up to four prechemical phases, in which the
reaction partners orient to each other. The energy requirements
for the orientation are in the range of 0.6—4.6 kcal/mol (see
Table 2) with the exception of reaction 10. For nitryl hydride the
correct orientation requires 9.2 kcal/mol, which is understandable
in view of the synchronicity of the bond-forming step. In the
following the curvature diagrams of the prechemical phases will
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Figure 3. Scalar curvature as a function of the reaction path parameter s (solid black line) for 1,3-dipolar cycloadditions 1—10. Decomposition of the
scalar curvature into components is given in color. The borders of the reaction phases are indicated by vertical dashed lines at curvature points M1, M2,
M3, etc. The TS at s = 0 amu'/? bohr is also indicated by a vertical dashed line. Curvature peaks due to bifurcation points are marked by B in the entrance
channel for reactions 2, 4, and 6. Point C denotes the beginning of the last prechemical phase at which some of the RCs adopt coplanarity (see text).

B3LYP/6-31G(d,p) calculations.

be discussed for the purpose of clarifying how the cycloaddition is
initiated, and the RC is prepared for the chemical phases.
Pre-Chemical Phases. All cycloadditions are initiated by
the formation of a van der Waals complex, where stabilities
vary between 1.41 and 5.76 kcal/mol according to basis set super-
position error (BSSE)-corrected CCSD(T)-F12/aug-cc-pVIZ
calculations (Figure 2; somewhat smaller binding energies are
obtained with B3LYP/6-31G(d,p); Table 2). Several of the van der
Waals complexes are stabilized by dipole—induced dipole
interactions (1a, le, 3e, 6e), others by H-bonding involving the
acetylene or ethene H atoms and a heteroatom (2a, 3a, 4a, 4e, 6a),
again others by nonclassical CH--7 interaction (2e, Se, 10a, 10e),
or by both classical H-bonding and nonclassical H---7 interactions
(7a, 7e, 8a, 8e). Dispersion is most probably contributing to the
stability of complexes 6e, 9a, and 9e as the 1,3-dipoles possess high
isotropic polarizabilities (see, e.g, Table 3). For each complex, the
electrostatic nature of the interactions can be enhanced by small
covalent contributions provided orbital overlap and sufficient charge
transfer from electron donor to electron acceptor can take place.
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It is noteworthy that most van der Waals complexes are more
stable in the case of acetylene. This is the result of a more
acidic CH bond in acetylene, which leads to somewhat stronger
electrostatic interactions (exception: 9e is dominated by
dispersion; Figure 2). The larger stability of the acetylene
van der Waals complexes is also confirmed at the CCSD(T)-
F12/aug-cc-pVTZ//wB97X-D/aug-cc-pVIZ level of theory
(see Figure 2). The analysis of the van der Waals complexes
shown in Figure 2 leads two important conclusions: (i) The more
stable van der Waals complexes should increase the cycloaddition
barrier in the case of the acetylene reactions and (i) There
should be a large variety in the mechanism of the cycloaddition
reactions considering the different van der Waals configurations.
Hence, the similarity in the reaction barriers and the reaction
mechanism can hardly be understood in view of the different
exothermicities and the different starting configurations of the
RC (Figure 2).

Before resolving this obvious dichotomy of mechanistic
findings, another peculiarity of the prechemical phases must be

DOI: 10.1021/acs.jpca.6b07975
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discussed. In the entrance channel of reactions 2e, 4e, and 6e,
unusually large and narrow curvature peaks indicate the
appearance of a reaction path bifurcation point (B),”” where
C,-symmetrical RCs adopt a higher symmetry required for a
maximal overlap between the z-systems of 1,3-dipole and
dipolarophile. For example, in the case of 4e, point B is
positioned at —16 s units. The first phase of 4e is characterized
by a stabilizing O4---H7 interaction. In the second orienta-
tion phase, which contains the B point, the O---H interaction
is weakened, and O4 becomes centered over C1 so that a
C,-symmetrical RC is formed (Figure 3d). Similarly, B in 2e
corresponds to a rotation of the N—H bond either clockwise or
counterclockwise out of the heavy atom plane, whereas in 6e a
rotation of ethene leads either to the envelope form at ¢, = 71.4°
or the inverted form at 71.4 + 180 = 251.4° (rotation of C3C1 at
a hypothetical C3C2 axis into or out of the drawing plane in
Figure 2). Within the URVA description, the symmetry of the
RC can only be changed at a stationary point such as B.'>'*
B points are possible for some of the ethene reactions but are not
found for the acetylene reactions.

Orientation and Breaking the Intermolecular Hydrogen
Interactions. Stabilizing van der Waals interactions involving
CH bonds must be cleaved to obtain the RC configuration
required for the pericyclic reaction. At least one or both reactants
within the RC need to rotate so that they can carry out the
suprafacial attack of the 1,3-dipolar cycloaddition. This leads in
the case of the RCs with nonclassical H-r interactions (2e, Se, 7e,
7a, 8e, 8a, and 10e) to a curvature pattern including three or four
prechemical phases. The first two phases (start to M2; see Figure
3be,gh,j) are dominated by the rotation of the reactants
initiating the H-bond breakage. This is reflected by the fact that
the curvature peaks in these phases are dominated by curvature
components involving the intermolecular angles C1C3X2 and
C3C1Z4 or dihedral angles such as Z4C1C3X2.

Phases 3 and 4 are characterized by curvature components
associated with the H-bond interactions (see, e.g., Figure 3b,e).
Because of the rotation of the reaction partners the H-bonding
interactions are broken as reflected by resisting (negative)
H-bond curvature components. Phases 3 and 4 are also charac-
terized by a start of the bending of the 1,3-dipole as reflected by
a positive XYZ component, for example, N2N4NS in the case
of 2e. If the reactants can approach each other in coplanar
(heavy atom) plane as in the case of 1, 3e, or 9, the prechemical
region consists of just one phase that corresponds to an in-plane
reorientation from the van der Waals complex to an RC with
decreasing CX and CZ distances (see Figure 3a,c,i).

Table 2 reveals that the energy needed in the prechemical
phase(s) to transform the van der Waals complex into a form
ready for cycloaddition varies from 4 (no H interactions) to 47%
of the reaction barrier, where the dipolarophile acetylene mostly
leads to stronger van der Waals complexes and therefore requires
up to 10% more energy than the dipolarophile ethene. The
differences in the energies required in the prechemical cases are
parallel to the differences in the reaction barriers (Table 2) with
the exception of systems 5 and 9. This is remarkable but does not
explain the similarities in the reaction barriers, which are in clear
contradiction to the Hammond—Leffler postulate (the more
exothermic reactions with acetylene should lead to lower rather
than higher barriers). The following investigation of the chemical
phases will reveal that the situation is more complicated.

Polarization and Charge Transfer. All 1,3-dipolar cyclo-
additions require the coplanar arrangement of the reactants,
which requires configurational changes of the RC (rotation of the
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reactants relative to each other) and/or the breaking of hydrogen
interactions. Coplanarity is a prerequisite for an effective charge
transfer from the 1,3-dipole to the dipolarophile, which is
accompanied by a mutual polarization of the reactants. Four
properties of the reactants determine polarization and charge
transfer: (i) Exchange repulsion between the reactants as
determined by their exchange repulsion envelopes;'”’ (ii) Dipole-
induced dipole interactions as related to the magnitude and
orientation of the dipole moment 4 of the 1,3-dipole (provided
there is one) and to (iii) the polarizability of the reactants
as measured by the polarizability tensor @ and the isotropic
polarizability &,; (iv) Charge transfer ability of each reactant as
determined by overlap and energy of the frontier orbitals.

Coplanarization is finalized in the prechemical phase before
the chemical processes start. There, the approach distances
between the atoms forming the new bonds can be considerably
different. For reaction 4e, C104 = 3.266 A and C3C2 = 4.165 A,
which is contrary to the fact that the C3C2 bond will be formed
first. At this stage of the reaction, the approach distances reflect
differences in the exchange repulsion interactions between the
reactants. For asymmetric dipoles like 4, the electron density of
the more electronegative O4 is more contracted than the electron
density of C2, thus leading to a smaller exchange repulsion
envelope at the O4 terminus. Therefore, the electronegative end
of the 1,3-dipole can approach the dipolarophile closer. This effect
is significant for 1,3-dipoles such as 1, 3, or 4 that have different
electronegativities for their terminal groups.

As the reactants approach each other, the 1,3-dipole polarizes
the incoming dipolarophile. For the discussion of the polar-
ization effects, the geometry at the first point of the last
prechemical phase (denoted as C in Figure 3a—j) is used, where
the z-axis was chosen as the ethene C—C axis, and the x-axis is in
the plane of ethene perpendicular to the z-axis. In this frame, the
dipole-induced dipole interaction of the reactants depends on
the dipole moment of the 1,3-dipole y)* along the z axis, which in
the case of 4 is with 3.0 D (Table 3) relatively large as is also the
polarizability of the 1,3-dipole in z-direction (5.1 A% Table 3).
These values must be compared with the polarizability of ethene
(@o: 3.00 A%), which is substantially larger than that of acetylene
(2.18 A3, Table 4). Hence, the 1,3-dipole polarizes ethene stronger
than acetylene, lowering the barrier of the former. Clearly, the
approach of the reactants in the chemical phases is facilitated
because mutual attraction is enlarged by the larger ethene
polarizability and the enlarged induced dipole moment.

The comparison of the polarizabilities and dipole moments
listed in Table 3 reveals that each 1,3-dipole should react
differently and that the close agreement with regard to the
reaction barriers of two different dipolarophiles (Table 4) seems
to be accidental and cannot be simply correlated to some property
of the reactants. For example, reactions 4 and 7 are comparable
insofar as they both approach with their oxygen end first atom C1
and polarize with their relatively large dipole moment the
m-density, so that C1 becomes partially positively charged and
C3 partially negatively charged. In the coplanarization phase, the
large orientation angles of 34.2 and 27.5°, respectively, must be
decreased, which costs energy and explains the relatively large
contributions to the acetylene barrier in this phase.

However, the actual increase in the barrier is based on the
bending and rehybridization phase, which is the first chemical
phase. The prerequisite for rehybridization is the transfer of
charge from the 1,3-dipole to the dipolarophile. Such a charge
transfer requires a nucleophilic 1,3-dipole with a high-lying
LUMO (3, 6, 8, and 9 in Figure 1), whereas the electrophilic
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Figure 4. (a) Charge transfer from the 1,3-dipole to the dipolarophile (indicated by positive values) in the entrance channel given as a function of the
reaction parameter s. Solid lines: ethene; dashed lines: acetylene. (b) Charge polarization of the dipolarophile (calculated as the difference in charges g:
q(C1H,) — q(C3H,,); positive values indicate that C3 has become more negatively charged) in the entrance channel given as a function of the reaction
parameter s. (c): Same as (a), but with curves trimmed to begin at the rehybridization phase. (d) Same as (b), but with curves trimmed to begin at the
rehybridization phase. (TS always at s = 0 amu'/? bohr) B3LYP/6-31G(d,p) calculations.

1,3-dipole in 1, or the amphiphilic 1,3-dipoles 2, 5, and 7, are less
suitable for such a charge transfer according to frontier molecular
orbital (FMO) theory and the energies of HOMO and LUMO.
In this situation, it is of advantage to analyze the actual charge
transfer values as obtained from an NBO analysis and compared
for the first time for all 20 reactions investigated on a one-to-one
basis as shown in Figure 4. Such a comparison is only possible by

coplanarization phase begins), there is a switch in the charge
transfer so that the dipolarophile (1,3-dipole) increasingly accepts
(looses) negative charge. Nucleophilic 1,3-dipoles are stronger
charge donors (3 ~ 9 > 8 > 6 in Figure 4c) than amphiphilic or
electrophilic 1,3-dipoles (1 > 10) that are first donors but become
acceptors up to 3 s units before the TS (Figure 4c). Apart
from this, the donor ability is always larger in connection with

URVA, as it requires an accurate description of the reaction valley
far out into the entrance channel®” and the use of mass-weighted
coordinates. Figure 4 reveals that the charge transfer and charge
polarization situation is much more complex, as it can be anti-
cipated by an investigation of the TS via FMO theory.

For the majority of the reactions investigated, charge transfer
from the 1,3-dipole to the dipolarophile takes place throughout
the entrance channel and is stronger and earlier in the case
of the ethene reactions, which is in line with the fact that the
ethene LUMO is lower in energy (Table 4). In several cases,
the 1,3-dipole accepts charge from the dipolarophile (2e, Se, 8e,
10e, 10a, Figure 4a). Between —10 and —8 s units (where the
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dipolarophile ethene than acetylene (Figure 4c).

Although the charge transfer from the 1,3-dipole to acetylene
is smaller than that to ethene (in line with the values of HOMO
and LUMO, Table 4) at a given s before the rehybridization
phase, the polarization of the C1C3 bond is always stronger for
acetylene than ethene (even when it is inverted as for 3 or 6;
Figure 4d). This is a result of the high-lying LUMO of acetylene,
which facilitates charge polarization. This implies that a charge
transfer to this LUMO is more effective than that to the
ethene LUMO, and even though it might be delayed and smaller
(Figure 4a) the resulting charge polarization, which facilitates
the cycloaddition, is more effective for the acetylene reactions
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(Figure 4d). This is an unexpected result and confirms that a
description of the 1,3-dipolar cycloadditions in terms of FMO
theory is a too simple and perhaps even misleading description.
In passing we note that Figure 4 provides a quantitative dif-
ferentiation between nucleophilic, electrophilic, and amphiphilic
1,3-dipoles.

The charge polarization is decisive for the bending of the CCH
unit or the pyramidalization of a CCH, group. These processes
cost energy, and therefore the energy requirement of the bending
and rehybridization phase predominates the magnitude of the
reaction barrier. This is illustrated in Figure S that reveals that

30 1 1 1 1 1 1

AE? [kcal/mol]

20
AE(Bend) [kcal/mol]

Figure S. Correlation between activation barrier AE® and energy change
during bending phase AE(bend) for reactions with ethene. AE(bend) is
negative for 9 because the bending phase extends far after the TS for this
reaction. B3LYP/6-31G(d,p) calculations.

AE(bend) and the activation energy AE* (Table 2) are related:
A small (large) barrier value implies a small (large) AE(bend)
value. Deviations from the linear relationship shown in Figure 5
result from contributions in the prechemical phases. The
values for the diazonium betaines are larger than those for the
nitrilium betaines, where the latter are comparable to those of the
azomethines.

Chemical Phases. There are three chemical phases, which
are indicated in Figure 3 by a gray horizontal bar. The first of
these phases precedes (or even contains) the TS and therefore
must be discussed in detail.

Rehybridization and Bending Phase. Charge transfer to
the dipolarophile leads to a population of antibonding orbitals
and by this to a distortion of its planar (linear) geometry, where
charge polarization facilitates this process. This in turn is the
prerequisite for forming (bi)radicaloids, which initiate the
bond-forming processes. Any loss of charge reduces 47-electron
delocalization in the 1,3-dipoles, weakens the multiple bonds of
the XYZ unit, and thereby prepares it for bending and the
formation of a biradicaloid. The bending of the 1,3-dipole leads
to a switch in the approach modes between 1,3-dipole and
dipolarophile, which can be demonstrated for reaction 4. In the
orientation phase, the distance C104 is always smaller than
the distance C2C3. Charge transfer to the dipolarophile and the
closer contact with O4 are responsible for the fact that the C1C3
bond density is polarized toward C3. Accordingly, pyramidaliza-
tion (bending) and subsequent radicaloid formation is facilitated
at C3. Loss of charge is largest at C2 of the 1,3-dipole so that with
the bending of the 1,3-dipole also the bending of the HIOC2NS
unit and radicaloid formation at C2 starts.
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First Bond-Formation Phase. Once radicaloid centers have
been formed in the two reactants, the two most advanced ones
form the first bond. In reaction 4, these are C3 and C2; that is, the
distance between these atoms is rapidly reduced. In all cases, the
less electronegative terminus of the 1,3-dipole forms the first
bond to ethene (acetylene), even though the approach between
these centers is delayed in the prechemical phases of the reaction.
Typically, the corresponding curvature peaks is broad and small
and in some cases just a shoulder of the following much larger
curvature peak (e.g, le, 2e, 6e, 8e, 9e, 10e; Figure 3), which
indicates that the process strongly depends on the stepwise
pyramidalization and polarization of the CH, center involved in
the first bond formation and the coupling of these changes with
the rehybridization process at the second C atom involved. The
stronger this coupling is, the smaller the reaction barrier becomes
(for exceptions, see the diazonium betaines).

Second Bond-Formation Phase. In the final phase of the
ethene reactions, the second bond is formed, and the RC adopts
(with the exception of le, which leads to a planar product) the
form of a puckered five-membered ring of specific pseudor-
otation phase, which is given in Figure 1. Products, which contain
a double bond, form an envelope conformation with a phase
angle close to ¢b, = 72° (2e—6e, Figure 1), whereas those systems
leading to a saturated five-membered ring prefer either an
envelope form at ¢, = 180° (9e, 10e) or a twist form close to
¢, = 198° (7e, 8e).

Since the second C atom has already been prepared and
rehybridized in the previous phase, the formation of the second
bond is rapid and leads to a high curvature peak. The fact
that many internal coordinate components contribute to this
peak reveals that bond formation and the conformational/
configurational relaxation happen in this phase rapidly, which in
view of the relatively large energy release is understandable.
In symmetric or nearly symmetric systems, both bonds are
formed simultaneously in the second bond-formation phase.
In none of the reactions, a postchemical phase occurs, because
with the bond formation and the energy set free the RC rapidly
adopts its final conformation (Figure 3).

4. COMPARISON OF THE CYCLOADDITION
MECHANISMS OF THE TWO DIPOLARPHILES

Although all reactions seem to have a similar overall mechanism
in the chemical phases, there are noticeable differences related
to orientation, charge transfer, symmetry adjustment, energy
release, and product relaxation. As pointed out above, for
many RCs intermolecular hydrogen interactions play a key role
and lead to the larger stability of the acetylene van der Waals
complexes. This we verified by calculating the strength of these
interactions with the help of the local H---X stretching force
constants.'”'% For each reacting system, the van der Waals
complex determined in the entrance channel (or an equivalent
path point) was taken as a reference. Local mode force constants
were determined for all intermolecular interactions within the
van der Waals distance. Assuming that the energy required to
break an H---X interaction is proportional to the H---X local
stretching force constant,''° the sum of H---X force constants
should provide a qualitative measure for the total energy cost in
the prechemical phases.

Figure 6 reveals that there is a qualitative relationship between
the energy cost of the prechemical phases and the sum of the
local stretching force constants of the H---X interactions that
must be cleaved to obtain coplanarity for the two reactants.
Excluded from this correlation are RCs with no initial H---X
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Figure 6. Correlation between the sum of the local force constants
k*(H-+X) for H--X interactions in the van der Waals complexes
(Figure 2) and the energy cost AE(prep) for the prechemical
orientation phases (Table 2). The correlation is positive; that is, larger
force constants imply more costly prechemical reorganization (the cost
of breaking a H---X interaction is 43.83 kcal mol_l/md)m/[\; R*=0.81).
The y-intercept is small. See Supporting Information for individual local
force constants. B3LYP/6-31G(d,p) calculations.

interactions (1, 3e, 9) and systems where the reaction path
in the entrance channel ends at a bifurcation point B (10).
Force constants used in the correlation are given in the
Supporting Information. For all reactions where H-bonds or
H-7 interactions are present, the energy cost of the prechemical
phases correlates well with the strength of these interactions,
as measured by the local mode force constants. With a few excep-
tions, results are in line with the observation that van der Waals
complexes between the 1,3-dipole and acetylene are stronger.
These differences lead to a different prechemical reaction
mechanism.

These differences are best clarified by the charge transfer
diagram in Figure 4a, which includes changes in the prechemical
phases. The charge transfer to the dipolarophile is always
stronger and mostly earlier for the acetylene reactions facilitated
by the H interactions. Values are small (5—25 millielectron) but
essential for a labilization of the linear geometry of acetylene:
Occupation of any of its antibonding orbitals facilitates a bending
of the HCC units. This leads to a lowering of the acetylene
LUMO and by this improves its electron-acceptor ability. An
obvious exception is observed for 1,3-dipole 10 that as a strong
electrophilic molecule, accepts charge from the dipolarophile,
where 10e is ahead of 10a. Figure 4a also reveals that, with the
transition from the prechemical to the chemical phases, there
is a minimum and/or switch in charge transfer, with the result
that ethene becomes the dipolarophile and the stronger charge
acceptor. In summary, Figure 4a, in a condensed form, provides
insight into the differences between the acetylene and ethene
reactions. In most of the cases, acetylene can form end-on
complexes with the 1,3-dipole and facilitate in this way an early
charge tranfer to the dipolarophile, which is absolutely necessary
for a labilization of its linear geometry and a lowering of its
LUMO to guarantee that acetylene can act as an efficient charge
acceptor in the first chemical phase (bending and rehybridiza-
tion). For this purpose, it must rotate into another position,
which cleaves the H interactions, reduces the charge transfer
(minima in Figure 4a), and therefore costs energy. However, the
actual purpose of the prechemical phases (preparation for the
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Figure 7. Comparison of the curvature and curvature components
(NS: C2NSO4 bending; Cl1: pyramidalization at the C1 atom; C3:
pyramidalization at the C3 atom) for reactions 4a and 4e. For this
reaction, the NS curvature peak for 4a occurs at s = —3.00, the C3 peak at
s = —2.55 s units. The peak offset for 4a is —0.4S s units. The NS
curvature peak for 4e occurs at s = —2.94, the C3 peak at s = —1.26 s
units. The peak offset for ethene reaction is greater, at —1.68 s units. See
Table S, for the offsets of all reactions. The sudden change in the C1
acetylene component at —0.5 s units results from a trans—cis switch of
slightly trans-bent dipolarophile. B3LYP/6-31G(d,p) calculations.

actual cycloaddition) is accomplished. We come to the stunning
conclusion that the fate of the RC is already determined far out in
the entrance channel.

Comparison of the chemical phases of the acetylene and ethene
cycloadditions. In Figure 7, the bending and rehybridization
phases of 4a and 4e are compared. The curvature maxima and by
this the maxima of electronic reorganization occur at the same
positions (entrance channel, —2.8 s units). The bending of the
1,3-dipole (here C2NSO4 bending; abbreviated in Figure 7 as
NS Ethene or NS Acetylene) precedes the bending/pyramidaliza-
tion at C3, which leads to the C3C2 bond formation. Bending of
HC3Cl1 in acetylene (C3 Acetylene) is clearly ahead of the
pyramidalization of H,C3Cl1 in ethene (C3 Ethene, Figure 7) asis
indicated by the corresponding C3 component minima (the RC
resists bending). Once bending/pyramidalization starts at C3
(C1), a similar process is initiated at the neighboring C1 (C3)
atom, where again the C1 (C3) of acetylene is somewhat ahead of
the C1 (C3) of ethene (Figure 7).

One can quantify the change in rehybridization due to
bending/pyramidalization by focusing on the central atom
Y = NS of the 1,3-dipole and that carbon atom (C3 or C1) that
undergoes the first bond formation with a terminal atom of the
1,3-dipole. The degree of rehybridization is given for these atoms
(groups) by the expression #s = 100(z(max) — 7(s))/7(max),
where 7(max) is the bending/pyramidalization angle in the
final product and 7(s) is the value at a given path point s. Since
20 reactions and in each reaction up to five groups were
investigated, it turned out to be useful to focus just on NS and C3
(C1) and consider the differences Az(s) between acetylene and
ethene (AX#(s) = n(e, s) — n(a,s)) thus leading to 20 different
curves A7(s) that are all shown in Figure 8. In addition, the shift
As of the curvature maximum of the rehybridization phase (that
is closely related to the bending at NS; see Figures 3 and 7) into
the entrance channel relative to the minimum of the C3 (or C1)
bending/pyramidalization component is given for the acetylene
and ethene reactions in Table 5.
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Figure 8. Differences in the rehybridization (given in %) of the reactants
in reactions 1—10 when the dipolarophile acetylene is replaced by
ethene. For example, C1 is the most advanced dipolarophile atom in
reaction 6. At the TS, C1(a) is 36.3% rehybridized, whereas C1(e) is just
22.6% rehybridized. The difference between these numbers, C1(a) —
Cl(e) = 13.7%, is shown in the graph. Similar calculations are done for
the most advanced dipolarophile terminus for each reaction, and for the
central NS atom of the 1,3-dipole. B3LYP/6-31G(d,p) calculations.

Both Figure 8 and Table 5 reveal that, for reactions 1—6,
the 1,3-dipole bending peak occurs as in reaction 4 before the
first dipolarophile rehybridization peak (Figure 3). For 7a—10a
(the azomethines and nitryl hydride), the first acetylene
rehybridization peak is found before the 1,3-dipole bending
peak.”” For reactions 7e—10e, the 1,3-dipole bending peak is
again before the first ethene bending peak (Figure 3). However,
for all reactions, acetylene rehybridization occurs earlier than
ethene rehybridization, thus underlining that acetylene is easier
to rehybridize than ethene. As pointed out in the previous
section, this is due to a higher-lying LUMO that, once populated
in the prechemical phases with the charge transferred from
the 1,3-dipole, effectively triggers rehybridization (bending) of
acetylene. The calculated As values (Table S) are 1 + 0.2 s units,
but vary from 0.45 to 1.74 for 8—10. In the latter cases, the RC
has either to undergo complicated rotations (e.g., 8) or similar
movements (e.g.,, 9). Exact s and As values for all reactions are
tabulated in the Supporting Information.

As shown in Table 4, ethene is more polarizable than
acetylene, both in z-direction (along the CC bond; Figure in
Table 4) and y-direction (7-direction). The larger polarizability
of ethene gives the dipolarophile a better chance of responding to
the 1,3-dipole and thereby forming more easily a (bi)radicaloid.
In the moment, the (bi)radicaloid is formed, the polarizability of
the RC shown in Figure 9a must be at its maximum. This is after
rather than before the TS (Figure 9a), as the TS is in all cases
early, and the (bi)radicaloid formation and bond formation
take place in the second chemical phase, that is, after the TS.
The polarizability maximum is always larger for ethene than for
acetylene (Figure 9b) in line with the data given in Table 4. The
larger polarizability maximum for the ethene reaction correlates
with the lower reaction barrier for this dipolarophile. The
deviations in the barrier value should be and are small, as the
differences in polarizability between ethene and acetylene RCs
are similar for the 10 1,3-dipoles investigated. The difference in
ay,, narrows down to values between 0.75 and 0.85 A® for all
1,3-dipoles at the transition state. (Figure 9b). In the saturated
products with no double bond the isotropic polarizability adopts
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a minimum value when the second bond is formed (8—10) or
just an intermediate minimum when the formation of a double
bond leads to some variation in Aa;(s).

The dipole moments (s) of the various RCs are rather steady
in the prechemical regions (Figure 9d). Their magnitudes and
changes are directly related to the strength of the H-interactions
and the configuration of the H-bonded van der Waals complexes,
which implies larger total dipole moments yu(s) for acetylene
as a dipolarophile. A more complex pattern of the changes in
u(s) results for the chemical regions before and after the TS
(Figure 9c). Common to all reactions is a decrease of yi(s) before
or after the TS in the region where the (bi)radicaloids are formed
and an increase of 4(s) when a puckered five-membered ring
with heteroatoms (and a double bond) leads to a permanent
dipole moment (Figure 9c). The decrease in p(s) underlines
that zwitterionic structures that are often discussed by organic
chemists in connection with the reaction mechanism of
1,3-dipolar cycloadditions do not play any role for most of the
reactions as the mechanism proceeds via (bi)radicaloid transient
forms. An exception may be 1, where a strong increase of yi(s)
takes already place in the bending phase before the TS (blue lines
in Figure 9c).

The difference in the rehybridization of C3 (C1) and C1 (C3)
can be used to define the asynchronicity of the two bond-forming
processes after the TS (given in Table S in percentage). Clearly,
the asynchronicity of the acetylene reactions is larger in line with
the larger exothermicity of these reactions compared to their
ethene analogues (Table 1). Within a given group of 1,3-dipoles,
that reaction has the larger asynchronicity that involves a
1,3-dipole with the larger electronegativity difference y(X) — y(2),
because this implies a larger polarization of the dipolarophile
and in consequence a much earlier formation of the first
bond compared to that of the second bond. Charge transfer
leads to a larger polarization of acetylene (Figure 4c) and an
earlier rehybridization, so that the asynchronicity is larger for the
acetylene reaction.

RC 3 also has a large asynchronicity because the N terminus is
substantially more electronegative than the C terminus, and the
dipolarophile is significantly polarized. For RCs 3 and 6, the X2
terminus of the 1,3-dipole is more electronegative than its Z4
terminus, so that the asynchronicity adopts negative values.
The smallest asynchronicity is obtained for RCs 2 and 6 because
x(X) — x(Z) adopts in these cases a relatively small value.
Noteworthy is that a small asynchronicity not necessarily implies
alow barrier (see 2 and 10). The relative polarizability of X and Z
plays also a large role.

The fact that acetylene rehybridizes earlier than ethene, and
that acetylene rehybridization is more advanced at the transition
state, can be directly related to the LUMO energies (see above)
and the local bending and pyramidalization force constants
of the dipolarophiles (0.15 vs 1.63 mdyn/A, Table 4). Bending
of acetylene is facilitated, as a pz orbital can mix with a 1s(H)
orbital, thus leading to a new CH bonding orbital. The same
happens in the case of ethene; however, with the difference
that the pn—1s overlap is much smaller, and therefore the
stabilization of the new CH, group orbitals is also smaller.
This discussion shows that there are opposing effects on the
reaction mechanism of a given 1,3-dipole if acetylene is replaced
by ethene: differences in the stabilities of the van der Waals
complexes formed, the prechemical reaction mechanisms
(preparation of the RC for reaction), charge transfer and charge
polarization, rehybridization and (bi)radicaloid formation,
asynchronicity, and bond formation. Therefore, a simplified analysis
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Figure 9. (a) Isotropic polarizability a;,,(s) [A®] of the RC as a function of s. (b) Difference in the isotropic polarizabilities, Ag,(s) = io(a, s) —
a5o(e,s) [A%]. (c) Changes in the dipole moment u(s) [debye] of the RC in the chemical phases. (d) Changes in the dipole moment u(s) [debye] of the
RC for the entrance channel. Solid lines denote cycloadditions with e, dashed lines with a. B3LYP/6-31G(d,p) calculations.

of the reaction mechanism by using either orbital, electron
density, or energy decomposition models cannot explain the
varying features of the 1,3-dipolar cycloadditions.

URVA2016 provides a new methodology of studying chemical
reactions as is demonstrated by diagrams like the ones shown in
Figure 4: The charge transfer between the reactants is more
advanced for the electrophilic and amphiphilic 1,3-dipoles 1, 2,
and 10 in the case of the acetylene reactions and therefore might
contribute to their smaller barriers. In all other cases, charge
transfer is earlier for the ethene reactions in line with their lower
barriers (Table 1). However, this insight is only possible if one
analyzes the changes in charge transfer throughout the entrance
channel of the reaction, where the analysis must be guided by
the curvature diagrams of Figure 3 to identify the mechanistically
relevant reaction phases.

5. CONCLUSIONS AND CHEMICAL RELEVANCE

Although the 1,3-dipolar cycloadditions with ethene have been
investigated many times, this is the first in-depth investigation
that compares for 10 different 1,3-dipoles the cycloaddition with
the dipolarophiles ethene and acetylene. Several investiga-
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tions have pointed out that the two sets of reactions have
similar barriers and that because of this the mechanism of these
cycloadditions should be the same.*’~**** Utilizing URVA2016
with its component analysis’ and a new set of internal co-
ordinates including, besides bond lengths and bond angles,
also pyramidalization angles and puckering coordinates, this
work has laid a basis for a detailed and comparative study
of the mechanisms of groups of chemical reactions. Properties of
the RC are given as a function of s (Figures 7, 8, and 9) and
compared for 20 reactions, where the accuracy of the reaction
path description and the mass-weighting turn out to be essential.
In this work, dipole moment, isotropic polarizability, degree of
rehybridization, asynchronicity of bond formation, charge transfer,
and charge polarization have been compared and analyzed where
the comparison has been guided by the curvature diagrams.
Figure 10 summarizes the results of the URVA analyses for
the 1,3-dipolar cycloadditions 1—10 with acetylene or ethene as
dipolarophile. Although the mechanisms for the two dipolar-
ophiles are overall similar considering the three phases in the
chemical region, there are significant differences with regard
to the van der Waals complex formation (stronger for acetylene
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Figure 10. Summary of the results of the URVA analysis for the 20 reactions investigated. See text.

thus raising the barrier) and the RC preparation (easier for
acetylene so that in total the barriers for the acetylene reactions
are only slightly raised). In the solvent phase, individual
H-bonding will be replaced by a multitude of noncovalent
effects. Nevertheless, essential mechanistic features of what we
find in the gas phase will also play a role in the solvent phase. This
will be true for charge transfer and charge polarization, which,
although different for the two dipolarophiles (4 and $ in Figure
10), are cooperative effects that drive the weakening of the 7-
bonds and the rehybridization of the C atoms of the
dipolarophiles (6 in Figure 10) and their conversion into
(bi)radicaloids (8 in Figure 10). At least one reaction partner
must adopt (bi)radicaloid character to initiate bond formation
between 1,3-dipole and dipolarophile. The URVA analysis
reveals that in the acetylene reactions the dipolarophile drives the
first bond formation, whereas in the ethene reactions the 1,3-
dipole takes this role as pyramidalization of the ethene requires
more energy.

The major mechanistic difference is that the ethene reactions
are 1,3-dipole-driven in contrast to the acetylene reactions, which
are dipolarophile-driven. This difference has the result that
the energy-demanding rehybridization and pyramidalization of
ethene is shifted into the post-TS region, where it becomes
possible in the way the RC releases energy. Such a shift is
normally found in catalyzed reactions, where the catalyst helps to
delay energy-consuming processes so that they cannot determine
the barrier height.111 Hence, one can consider the ethene
reactions to be to some extent self-catalyzed (the 1,3-dipole is
reaction partner and catalyst at the same time). Several electronic
effects (3 and 8 leading to 10, Figure 10) are responsible for
the fact that, in spite of the larger exothermicity of the acetylene
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reactions, their barriers are comparable to those of the ethene
cycloadditions.

Once the difference in the mechanisms of the two dipolaro-
philes is understood, one can develop recipes to lower the barrier.
In a dipole-driven reaction, with the generation of a 1,3-biradical
destabilized by a suitable Y (e.g, a S atom to facilitate pyramidali-
zation of terminal groups X or Z) a lower barrier results, whereas
any electron-donating acetylene substituent helps to lower the
barrier of the acetylene reaction.

Apart from this general mechanistic outcome, there are some
mechanistic details that are worth mentioning:

(i) The importance of the (bi)radicaloid formation for the
cycloaddition is revealed by the fact that the activation
barriers correlate with the energy change in the bending/
rehybridization phase.

In the chemical phases, charge transfer from a nucleophilic
1,3-dipole is always toward the dipolarophile. Contrary
to the predictions of FMO theory, this is also true for an
amphiphilic or electrophilic 1,3-dipole. However, the dipo-
larophile changes from a donor to an acceptor of negative
charge in the bending/rehybridization phase (Figure 4).
The direction of charge transfer can be different for
different phases.

The asynchronicity of the two bond formations increases
with the electronegativity difference y(X) — x(Z).
Furthermore, it is always larger for the acetylene than for
the ethene reactions, as the former is later polarized under
the impact of the 1,3-dipole despite its lower isotropic
polarizability. For a pair of equivalent reactions, the larger
asynchronicity leads to the more exothermic reaction.

(i)

(iii)
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(iv) As in the case of the acetylene reactions, the bond with
the larger approach distance at the start of the coplanar
approach phase is ultimately formed first, which is a result
of the fact that the hard sphere Z of the 1,3-dipole polarizes
the dipolarophile in a way that is opposite to the charge
distribution of the 1,3-dipole. Hence, the C atom next to
the less negatively charged X group (atom) of 1,3-dipole
XYZ undergoes bond formation first.

Charge transfer assists the rehybridization of both dipole
and dipolarophile and is therefore a driving force for the
reaction. Electrophilic 1,3-dipoles have a reversal of charge
transfer before the TS and consequently higher barriers.
Using the charge transfer diagram in Figure 4 the height of
the reaction barriers can be anticipated.

The current investigation reveals shortcomings of the
Hammond—Leffler postulate that can no longer be applied
in catalytic reactions. Since the ethene reactions can be
considered as self-catalyzed, the failure seems plausible.
It is striking that even for more complicated reaction
mechanisms the fate of the RC is largely determined in the
van der Waals region.

Q)

(vi)

(vii)

The results of this work explain why it is in general difficult to
correlate properties of the RC with quantities representing the
energetics. This can only be done with limited success within a
given group of 1,3-dipoles. However, a substituent that changes
the nature of X, Y, and Z significantly leads to an unbalancing
of the various electronic factors adding to the activation barrier,
and accordingly larger or smaller barriers result, which must be
analyzed on a case-by-case basis.
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