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ABSTRACT: The Tolman electronic parameter (TEP) derived from the A1-
symmetrical CO stretching frequency of nickel-tricarbonyl complexes L−
Ni(CO)3 with varying ligands L is misleading as (i) it is not based on a mode
decoupled CO stretching frequency and (ii) a generally applicable and
quantitatively correct or at least qualitatively reasonable relationship between
the TEP and the metal−ligand bond strength does not exist. This is shown for a
set of 181 nickel-tricarbonyl complexes using both experimental and calculated
TEP values. Even the use of mode−mode decoupled CO stretching frequencies
(L(ocal)TEPs) does not lead to a reliable description of the metal−ligand bond
strength. This is obtained by introducing a new electronic parameter that is
directly based on the metal−ligand local stretching force constant. For the test set
of 181 nickel complexes, a direct metal−ligand electronic parameter (MLEP) in
the form of a bond strength order is derived, which reveals that phosphines and
related ligands (amines, arsines, stibines, bismuthines) are bonded to Ni both by σ-donation and π-back-donation. The strongest
Ni−L bonds are identified for carbenes and cationic ligands. The new MLEP quantitatively assesses electronic and steric factors.

1. INTRODUCTION

Experimentalists describe the strength of metal−ligand bonding
by using the Tolman electronic parameter (TEP).1,2 The TEP
is based on the A1-symmetrical CO stretching frequency of
nickel tricarbonyl phosphine complexes of the type L−
Ni(CO)3 with L = R3P. Since this vibrational frequency is
separated from other frequencies in the infrared spectrum, it
can be easily measured. The carbonyl ligand is sensitive to the
electronic structure at the metal atom. Any ligand that increases
the electron density at the metal atom converts the latter to a
potential nucleophile that shifts via π-back-donation negative
charge to the carbonyl, which accepts charge in its low-lying
π*(CO) orbital. Accordingly, the CO bond is weakened, and
the value of the CO stretching frequency is lowered. This
decrease can directly be registered in the infrared spectrum and
gives the TEP its importance as an indirect descriptor for the
metal−ligand (ML) bond strength. Even in the 1960s, several
authors pointed out the relationship between the ML bond
strength and the value of the CO stretching frequency,3−6 but it
was Tolman who systematized this approach in two ways: (i)
deriving the TEP from the A1 CO stretching frequency in C3v-
symmetrical carbonyl complexes and (ii) using nickel-
phosphine complexes because these ligands possess a distinct
electronic and steric tunability, seldom participate directly in
the reactions of a transition metal complex, and as such can be
used to modulate the electronic properties of the adjoint metal
center.7 Typical TEP values for phosphines range from 2111
cm−1 for PF3 (weak electron donor) to 2056 cm−1 for P(t-
butyl)3 (strong electron donor).1,2,8

The use of the CO stretching frequency as a quantitative
indicator for ML bonding has been realized in literally hundreds
of investigations focusing on transition metal complexes. Only
some of them can be mentioned here. TEP values were derived
via infrared spectroscopy for carbonyl complexes of vanadium,4

chromium,9−12 molybdenum,4,6,13−16 tungsten,4,9,16−19 rhe-
nium,20 iron,21−28 ruthenium,29 rhodium,30−39 iridi-
um,30−32,38−41 nickel,42,43 gold,44−46 and zinc.47

The wide interest in obtaining reliable TEP values caused
computational chemists to determine CO stretching frequen-
cies of carbonyl-metal complexes in the harmonic approx-
imation for molecules in the gas phase and to use them as a
computational electronic parameter (CEP) for the description
of ML bonding.48 Most of the computational investigations
suggest that CEPs obtained for Ni, Ir, or Ru complexes
correlate well with the experimental TEPs49−54 provided DFT
functionals, which are suitable for metal complexes, are
applied.51,55,56 CEPs were also calculated for CO adsorbed by
Ni−Au clusters.57 In some cases, CEP values based on
semiempirical calculations were published for LMo(CO)5,
LW(CO)5, and CpRh(CO)(L) complexes,58 or rhodium
Vaska-type complexes59 where results depend on the para-
metrization of the method in question. Several review articles
summarized the experimental and theoretical work in this
field.60−62
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A prominent example for the increasing popularity of the
TEP is its application to transition metal complexes containing
as a ligand an N-heterocyclic carbene (NHC).63−66 In recent
reviews on NHC compounds, Nelson and Nolan32 and Dröge
and Glorius30,31 pointed out the widespread and preferred use
of the TEP as a tool for experimentalists who investigate the
electronic properties of metal-NHC complexes. For the
purpose of studying the bonding properties of NHC ligands,
usually the corresponding cis-[MCl(CO)2(NHC), M = Rh, Ir]
model complexes are synthesized because of the toxicity of the
corresponding Ni(CO)3(NHC)] complexes.30−32,67 Using
linear regression schemes proposed by Dröge and Glorius,31

TEP values obtained from different metal complexes can be
correlated. This has led to a large compilation of TEP data for
hundreds of NHC ligands, all using the same TEP scale. TEP
values for NHCs generally stretch from 2030 cm−1 for electron
rich NHCs to 2060 cm−1 for electron poor NHCs.30−32 This
seems to be a small range of TEP values considering the large
variety and complexity of NHC compounds as given by the
following representative list: (i) NHCs with extended
polyaromatic substituents;40 (ii) planar chiral imidazopyridi-
nium based NHCs, which can function as Lewis acids and
ligands for transition metal complexes;21 (iii) spiro-fused six-
membered NHCs;68 (iv) polycyclic NHCs featuring a fused
dibenz[a,c]phenazine moiety;41 (v) nanosized Janus bis-NHC
ligands based on a quinoxalinophenanthrophenazine core;43

(vi) NHCs with O-functionalized triazole backbones;69 and
(vii) cyclic alkyl aminocarbenes as strongly donating ligands at
the lower end of the NHC-TEP scale.29

As a consequence of the widespread use of the TEP, there
are more and more attempts to relate it to or complement it by
other measured or calculated properties of the transition metal
complex in question. Tolman himself realized that the bulkiness
of a ligand can outweigh electronic factors, which was the
reason why he introduced the cone angle θ as a measure for the
steric requirements of the ligand.1,2 The Lever electronic
parameter (LEP) is based on the ratio of the redox potentials of
closely related complexes such as those of Ru(III) and Ru(II),
which can be electrochemically determined70,71 and which can
be set into relationship to the TEP.48 It has been disputed
whether the molecular electrostatic potential can be used to
derive the CO stretching frequencies of transition metal
carbonyl complexes.72,73 Alyea and co-workers74 suggested
ways of differentiating between σ and π effects influencing the
CO stretching frequencies by referring to thermochemical data
such as pKa values. Giering

73 combined electronic and steric
effects to what he coined the Quantitative Analysis of Ligand
Ef fects (QALE) model. Coll and co-workers introduced an
average local ionization energy I(r) that, if integrated over the
van der Waals surface of L, can be set into relationship to the
TEP and Tolman’s cone angle as was demonstrated for
phosphines and phosphites. However, this approach turned out
to be only reliable for ligands with high polarizability.75

Recently, it has been suggested to characterize NHC−metal
bonding via their selenium adducts by measuring 77Se NMR
chemical shifts and 77Se−13C spin,spin coupling constants
rather than relying on the TEP.76

Despite the large number of seemingly successful applica-
tions of the TEP to describe ML bonding, there have been
scattered critical comments on the usefulness, applicability, and
reliability of the TEP and the associated Tolman cone
angle.20,44,45,55,76−83 In this connection, a rigorous analysis of
the TEP was published by Kalescky and co-workers,56 who

questioned one of the basic assumptions made by Tolman to
derive a useful electronic parameter. He assumed that the A1-
symmetrical CO stretching mode is f ree of any coupling with
other stretching or bending modes and thereby provides a direct
measure of the electronic effects determining the metal−ligand
bond strength. Kalescky and co-workers demonstrated for a
limited set of L−Ni(CO)3 complexes that there is a significant
amount of coupling, which contaminates any measured or
calculated TEP value.56 Therefore, these authors urged
researchers to use a decoupled (local) CO stretching frequency
as a local TEP (LTEP), which can reliably describe the
electronic situation of the complex. Since this investigation was
limited with regard to the number of ligands investigated and
because of the fact that sterically demanding ligands were
largely excluded, the current work takes a second, more
systematic step to scrutinize the usefulness of the TEP and to
provide a common platform for the criticism on the TEP raised
by other authors in the recent literature.20,44,45,55,76−83

For this purpose, 181 L−Ni(CO)3 complexes including a
large variety of ligands L with both normal or critical electronic
and steric properties are investigated. The basic shortcomings
of the TEP will be revealed on a quantitative basis where we
will make ample use of the local vibrational mode approach of
Konkoli and Cremer.84 At the end of our analysis, the TEP will
be revealed as a misleading parameter, which provides only in a
few ideal cases a reliable insight into ML bonding and thereby
into the electronic structure of the transition metal complex in
question. Otherwise, it has to be replaced by a new and direct
metal−ligand electronic parameter (MLEP), which provides a
quantitative measure of the strength of the ML bond in a way
that is urgently needed for a reliable description of transition
metal complexes in synthesis and catalysis.
The results of this work are presented in the following way.

In section 2, the computational tools used in this work are
described where special emphasis is laid on a generally
understandable introduction of the local vibrational modes. In
section 3, the shortcomings of the TEP are discussed whereas
in section 4 the MLEP is introduced as a solution to the
problem and its usefulness demonstrated for different groups of
ligands. The chemical relevance of the new approach presented
in this work is evaluated in section 5. The conclusions that can
be drawn from this study are summarized in the last section.

2. COMPUTATIONAL METHODS SECTION
Since Tolman’s approach has to be improved in a rigorous way, we will
make three major changes with regard to his work: (i) Vibrational
frequencies depend on the masses of the atoms participating in a
vibrational movement. Therefore, we will base the analysis on force
constants rather than the corresponding frequencies. Force constants
exclusively depend on electronic factors and are suitable for providing
a direct insight into bonding. (ii) All CO stretching modes of any
metal carbonyl complex are contaminated by mode−mode coupling
contributions. Therefore, we will replace the TEP values based on
normal vibrational modes by their local, coupling-free counterparts,
i.e., the LTEPs of Cremer and co-workers.56 We will indicate the use
of local stretching frequencies by LTEPω and that of local stretching
force constants by LTEPk in all those cases where there is a need to
avoid confusion. (iii) It is desirable to replace an indirect descriptor by
a direct descriptor of the intrinsic ML bond strength. To carry out this
3-step task, a basic understanding of the local vibrational mode is
mandatory. Since the determination of the latter has been given in
detail in the original literature,84−87 we provide here a more general
description of local, completely decoupled vibrational modes.

Vibrational modes are determined by a potential energy and a
kinetic energy contribution, and as such mode−mode coupling
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depends both on an electronic and a kinematic-coupling part as
reflected by the off-diagonal terms of the force constant matrix
(potential energy part) and those of Wilson’s G-matrix (kinetic energy
part), respectively.88 Solving the Wilson equation of vibrational
spectroscopy involves a diagonalization of the force constant matrix
and thus eliminates electronic coupling. However, the normal
vibrational modes obtained in this way are still kinematically
coupled.84 The problem of mode−mode coupling of the measured
CO stretching vibrations was realized also by other authors48 but could
not be solved because the kinematic-coupling requires a reformulation
of the Wilson equation.84 Elimination of the latter coupling requires us
to reformulate the Wilson equation by starting from the Euler−
Lagrange equations in mass-decoupled form.84 This leads to the Zou−
Cremer local form of the Wilson equation, which can be solved to
obtain electronically and kinematically decoupled local vibrational
modes.85,87 As shown by Zou and co-workers, there is a 1:1
relationship between normal and local vibrational modes,85 and for
each of the local modes a force constant ka, a frequency ωa, a reduced
mass, and an intensity87 can be determined. Although not used in the
current work, it is noteworthy that local mode frequencies can be
obtained once normal-mode frequencies have been measured.89−91

Equations leading to the local mode properties for molecules in their
equilibrium geometry as well as for reacting molecules have been
discussed in the original literature.92

Since the previous work on LTEPs56 was carried out with the M06
functional, which was originally developed for the use in transition
metal chemistry,93 we also employed this XC functional in the current
work. However, additional calculations were performed with the
hybrid functionals B3LYP94 and ωB97X-D95,96 which led to similar
results although for some of the sterically congested Ni-complexes
saddle points rather than minima were obtained. All calculations were
carried out with Dunning’s aug-cc-pVTZ basis sets.97−99 For elements
Sb, I, Bi, and At, the Stuttgart’s effective core potentials (ECPs) were
used in connection with the corresponding Dunning basis sets.100,101

The DFT calculations were carried out using an ultrafine integration
grid, which corresponds to 99 radial-shells and 590 angular-points per
shell for each atom.102

Optimized geometries were obtained by applying tight criteria (10−7

atomic units for forces and displacements) as well as tight convergence
criteria for the self-consistent field calculations (10−9 for the density
matrix elements). In some cases (documented in the Supporting
Information), the lowest vibrational frequencies became small, and

Figure 1. 181 nickel−carbonyl complexes L−NiCO3 studied in this work. Each ligand is given a group name (e.g., N for amines, P for phosphines,
As for arsines, etc.) and a number. The conformation of a complex is given by comparing the drawing of ligand L = YR2 with the 4 conformational
possibilities of the complex given in the lower left corner.
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long NiY bonds resulted, which indicated a van der Waals complex.
For the purpose of keeping complete sets of amines, phosphines, etc.,
van der Waals complexes were kept in the comparison of the 181
complexes. For each complex investigated, the normal vibrational
frequencies were calculated in the harmonic approximation. The
normal modes were used to calculate the local stretching modes, the
corresponding local force constants kas, local frequencies ωas, and
coupling frequencies ωcoups.

56 In the case of hapto-ligands, a dummy
atom D at the center of the bond in question was used to obtain the
local stretching mode between Ni and D. For an appropriate
comparison of CEP, LTEP, and measured TEP values, the former
two quantities were scaled using the calculated and measured 21
normal-mode frequencies of Ni(CO)4 to derive suitable scaling
factors.56

There are ligands that lower the overall symmetry of the Ni-
complex from C3v to Cs or even C1 so that the choice of a suitable CO
stretching mode is no longer unique. In these cases, the average local
CO stretching frequency and average CO stretching force constant
were taken as is mostly done in the literature (see Supporting
Information).
The force constant ka(AB) measures the intrinsic strength of the

bond AB.103−106 When comparing a large set of ka values, with the use
of a relative bond strength order (BSO) n is convenient.103−106 The
relative BSO n(ML) is obtained by utilizing the extended Badger
rule,106−108 according to which n is related to the local stretching force
constant ka by a power relationship, which is fully determined by two
reference values and the requirement that for a zero-force constant n
becomes zero. In this work, we used as reference bonds the CuC bond
in CuCH3 as a bond close to a single bond and the NiC bond in
NiCH2 as a bond close to a double bond. To quantify the single or
double bond character, the Wiberg bond orders109,110 for these
molecules were calculated to be n(Wiberg,CuC) = 0.848 and
n(Wiberg,NiC) = 1.618, which corresponds to a ratio of 1.00:1.908.
Utilizing the Wiberg bond orders, the following BSO relationship was
derived

=n k0.480( )a 0.984 (1)

which was used for all NiY bonds as local force constants can be
directly compared for different bonding situations involving elements
throughout the periodic table.
It is important to note that the Wiberg index for the reference

molecules is used here only to obtain a reasonable bond order value
for the calibration of eq 1. The relative magnitude of the BSO values
calculated would not change if n(Wiberg,NiC) = 2.00 would be taken.
In general, there is no relationship between Wiberg bond indices
(describing bond multiplicities) and relative BSO values (describing
the intrinsic bond strength), which was verified in this work. Wiberg
bond indices have no experimental counterpart whereas the BSO
values, in principle, can be derived from measured frequencies and
thereby have an experimental counterpart.
For smaller ligands, anharmonic corrections to the frequencies were

also calculated utilizing second order vibrational perturbation theory
(VPT2).111 There were significant differences in the local mode force
constants and frequencies; however, the BSO values obtained utilizing
anharmonically corrected frequencies did not differ much from what is
in line with our previous experience.105,112 This is a result of the fact
that reference and target molecules are affected by the anharmonicity
corrections for the ML stretching frequency by comparable amounts.
Therefore, a treatment of anharmonicity corrections, which would
have been difficult or even impossible for many of the Ni-complexes
investigated, was not further pursued.
The Ni−L and Ni−CO bonding mechanisms were investigated with

the help of second order perturbation theory to determine
hyperconjugative and anomeric delocalization energies.113,114 For
this purpose, the natural bond order (NBO) program NBO6115 was
employed. The latter was also used to determine atomic charges and
Wiberg bond indices. Trends in bonding were described utilizing
different electronegativity scales where Allred−Rochow electro-
negativities χ were favored because they include elements of the
fifth and sixth period.116,117

The local mode analysis was carried out with the program package
COLOGNE2015.118 Although the major part of this work is based on
the use of local stretching force constants, for each molecule all 3N − 6
local modes were determined. The ACS (adiabatic connection
scheme) program of Zou and Cremer119 was applied to determine
mode coupling frequencies ωcoup. All DFT calculations were carried
out using the Gaussian09120 program package.

3. SHORTCOMINGS OF TOLMAN’S CONCEPT

All ligands investigated in this work are shown in Figure 1. A
given ligand L can adopt different conformations where the
most stable conformation is given at the bottom of Figure 1
(left side). Large YR3 ligands prefer a staggered conformation
relative to the Ni(CO)3 group. However, in many cases such as
L = NF3, PCl3, As(C6F5)3, SbI3, or Bi(NH2)3, an eclipsed
conformation is preferred because of electrostatic attraction
with the positively charged C atoms of the three carbonyl
groups. Although the rationalization of the preferred equili-
brium conformation in each case may be in itself an interesting
topic, it is only of secondary importance in this work and will
not be discussed. In Table S1 of the Supporting Information,
the CO distance R, the local CO stretching frequency ωa, and
local CO stretching force constant ka are listed for the 181 L−
Ni(CO)3 complexes investigated. For each L a descriptive
acronym is given, which is used for a rapid identification of a
complex in several of the figures presented in this work. Also
given are the symmetry of the Ni-complex, the atom Y directly
bonded to Ni, and the four calculated parameters characterizing
the NiY bond: R(NiY), ka(NiY), ωa(NiY), and BSO value
n(NiY). In the following, we will refer to Ni−L or metal−ligand
bonding if metal−ligand interactions are considered in a
general way whereas detailed information is provided when
considering the Ni−Y bond with Y being that atom of the L
being directly bonded to Ni.

4. INFLUENCE OF MODE−MODE COUPLING

Crabtree and co-workers48 tried to justify the TEP by
calculating CEP values for a set of 65 L−Ni(CO)3 complexes.
They realized that mode−mode coupling might lead to errors
in the TEP but failed to remove the kinematic-coupling
between the CO stretching vibrations and other vibrations.56 As
indicated by Kalescky and co-workers,56 the TEP is significantly
flawed by mode−mode coupling. Here, we quantify this result
by showing the correlation of TEP and CEP values48 with the
correct LTEP where the calculated values are scaled to adjust
the harmonic approximation of the normal-mode frequencies to
the measured CO stretching frequencies.
In Figure 2, the TEP and CEP for the Crabtree test set of 66

ligands is scrutinized utilizing the LTEP as a reliable parameter.
If there would be no mode−mode coupling in the case of the
CO stretching mode as was originally assumed by Tolman, all
TEP (or CEP) values would lie on the dashed line. This turns
out to be an incorrect assumption as the TEP (red dots in
Figure 2) and the CEP (blue dots) values are on two lines
shifted and inclined (ascend of the correlation line 0.77 and
0.82 cm−1, respectively) with regard to the dashed green line
representing the coupling-free situation (R2 = 0.985 and 0.981;
σ = 5.7 and 6.8 cm−1, respectively). The deviation of the TEP
and CEP values from the corresponding LTEPω values is a
result of mode−mode coupling, which leads to different CO
coupling frequencies (see Figure 3). Qualitatively an inverse
relationship between coupling frequencies and the local CO
stretching frequencies is fulfilled, i.e. the smaller CO stretching
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frequency ωa(CO) implies a larger mode−mode coupling
where ωcoup(CO) can increase from 20 (cations) to 100
(anions) cm−1. This reveals that the TEP and any parameter
derived from it (either measured or calculated) is flawed by
mode−mode coupling.
Mode−mode coupling cannot be predicted without using

local vibrational modes because it depends on the nature of the
M−L bond, which seems to vary even for the same type of
ligand. Clearly, the sensitivity of the TEP or CEP is smaller
than that of the mode decoupled LTEPω as coupling
frequencies contaminate the lower CO stretching values more
than the higher ones. Clearly, the TEP is just a qualitative
indirect measure of the M−L bond strength where detailed
knowledge of its deficiencies might help experimentalists to
apply it in a useful way. However, in the next subsection we will
show that the TEP is even severely flawed as a qualitative M−L
bond strength parameter so that it becomes useless.

Is There a Relationship between CO and ML
Bonding? We have investigated this question for the 181 L−
NiCO3 complexes shown in Figure 1 by calculating the local
Ni−L and CO stretching force constants and comparing them
in Figure 4. The ka(CO) and ka(NiY) values scatter so strongly

that a quantitative relationship can be excluded. With a focus on
subgroups of ligands (as indicated by special colored symbols,
compare with Figure 1) the qualitative trends A, B, and C can
be distinguished. There are several A-type relationships (inverse
relationships between ka(CO) and ka(NiY)), i.e. with increasing
strength of the M−L bond the CO bond becomes weaker. This
can be interpreted in the sense of Tolman who pointed out that
an increase of electron density at the Ni atom leads to strong π-
back-donation, thereby an increased population of the CO
antibonding π-orbital, and a weakening of the CO bond
reflected by a decrease of the CO stretching frequency. Any
increase of the ML bond strength implies either stronger σ-
donation of L to M or an increase in the ML bond strength due
to π-donation from L to M, which are both in line with
Tolman’s idea.
Although two type A relationships (A1 and A2) seem to hold

when all data points are considered, closer inspection reveals
that the halogenides (X: red balls) are the only group of ligands
that follows a type A behavior. All other ligands investigated
quantitatively and qualitatively deviate from a type A
relationship; i.e., the TEP is only useful for the 5 halogenides,
and for the other 176 ligands investigated it does not hold.
Relationships of type B indicate that there is no change in the

CO bond strength when the Ni−L bond becomes stronger.
Some carbene and phosphine ligands follow this trend as do the
ligands CO and CS. However, there is not a single group of
ligands that can be identified as type B ligands, and therefore, it
is otiose to search for electronic reasons causing type B
behavior. There are several relationships of type C (only one is
shown in Figure 4), which predict for an increase of the ML
bond strength an increase of the CO bond strength (contrary
to what Tolman predicted). This is found for cationic ligands,
but also for Arduengo carbenes (red squares) and other
carbenes. This implies that back-donation from Ni to the L

Figure 2. Comparison of measured TEP and in this work calculated
CEP values with the corresponding LTEPω values for the Crabtree
test set of 66 L−Ni(CO)3 complexes (R2 = 0.985 and 0.981; σ = 5.7
and 6.8 cm−1, respectively). The dashed green line gives the ideal
correlation for coupling-free TEP and CEP values. Complexes with
anionic ligands L are found in the low range, with neutral L in the
middle, and with cationic L in the high frequency range as indicated in
the figure.

Figure 3. Coupling frequencies ωcoup of the CO stretching mode given
for a set of selected ligands L of complexes L−Ni(CO)3 are compared
with the corresponding (uncoupled) local CO stretching frequencies
ωa. The TEP is more strongly contaminated by the ωcoup frequencies
for weaker Ni−L bonds.

Figure 4. Testing of the relationship between NiL and CO bond
strength for 181 nickel−carbonyl complexes L−NiCO3 utilizing the
corresponding local stretching force constants, i.e., comparing ka(CO)
and ka(NiY) values. Some possible relationships (A, B, C) are
indicated by dashed lines. Each group of ligands is indicated by a
colored symbol. Compare with Figure 1.
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lowers the density at Ni and thereby reduces π-back-donation
to CO. The reasons for this kind of NiL back-donation are
discussed in the following.
No matter whether type A, B, or C relationships are assumed

there is always a (strong) scattering of data points apart from a
few exceptions such as the halogenides or the Arduengo
carbenes. We conclude that Figure 4 provides proof that
Tolman’s idea of an inverse relationship between NiL and CO
bonding is not correct in general and even for the phosphine
ligands (purple dots in Figure 4) it is fulfilled. Among the 181
different ligands investigated, it is only for the five halogenides
(L = F, Cl, Br, I, At) that the expected inverse relationship
between TEP and the intrinsic ML bond strength can be
derived, whereas for the 6 Arduengo carbenes a direct
relationship results contrary to Tolman’s expectations. In
such a situation, it seems to be more appropriate to replace
TEP, CEP, or LTEPω by an electronic parameter that provides
a direct measure of the ML bond strength.

5. METAL−LIGAND ELECTRONIC PARAMETER: MLEP
The A1-symmetrical CO stretching frequency was chosen by
Tolman because it can be easily measured in most cases.
Nowadays, a more direct vibrational characterization of ML
bonding is facilitated by the availability of terahertz spectros-
copy or depolarized Raman scattering, and in this regard the
current investigation is timely. With the recent advances in
terahertz spectroscopy,121−123 far-infrared absorptions down to
40 cm−1 can be recorded, and with this, the measurement of the
ML stretching frequencies becomes feasible. Many metal−
ligand stretching frequencies are in this region, and of course,
they are often coupled. However, one can apply terahertz
spectroscopy in connection with the local mode analysis of
Konkoli and Cremer, determine the local ML stretching force
constants ka utilizing measured frequencies,89−91 and use the
ka(ML) values rather than the TEP as a reliable M−L
describing electronic parameter, henceforth called MLEP.
Alternatively, and carried out in this work, one can calculate
the MLEP using a reliable quantum chemical method. Once the
local ML stretching force constant ka(ML) is known, one can
simplify comparison by deriving BSO values (see the
Computational Methods Section).
In Figure 5, the relative BSO values of all NiY bonds (of

NiL) are given as a power relationship of the calculated local
stretching force constants ka(NiY). BSO values between 0.75
and 1.25 are considered as normal; those with 0.25 < BSO <
0.75 are weak, and those with 0 < BSO < 0.25 are very weak.
Strong NiY bonds have a BSO > 1.25, and very strong NiY
bonds have BSO > 2.0 where this characterization has the
purpose to facilitate the discussion on the basis of the MLEP
defined via the local stretching force constants ka(NiY) and the
corresponding BSO values. In the following, we will analyze the
MLEP for groups of closely related ligands separately to
determine those electronic factors, which either increase or
decrease the intrinsic nickel−ligand bond strength.
Intrinsic Strength of Nickel−Phosphine Bonding. In

Figure 6, the BSO values of 20 phosphines are compared (see
also Supporting Information), which vary by 0.26 BSO units in
the range 0.38 < BSO < 0.64. Phosphine, PH3, leads to a
relatively low BSO(Ni−P) value of 0.431 as the H is more
electronegative than P thus reducing its σ-donor capacity of the
phosphine. Accordingly, one expects that the σ-donor capacity
of PF3 is even weaker than that of PH3 because of the increased
electronegativity of F compared to H. In contrast, the BSO

value increases to 0.604 which is higher than that of all other
trihalogenophosphines (Figure 6, Table S1). Clearly, synergetic
bonding rather than just σ-donor bonding plays a decisive role
and leads to a strong increase in the BSO value. As shown in
Figure 7, a 3d(Ni) electron pair can delocalize into a low-lying
pseudo-π*(PF) orbital thus increasing the Ni−Y bond strength.
The degree of π-back-donation from metal to ligand depends
on (i) the energy of the pseudo-π*(PX) orbital (X = F, Cl, Br,
I, At), which is lower and closer to the 3d(Ni)-orbitals as the
electronegativity of the halogen X is higher, and (ii) the overlap
between the 3d(Ni)-orbital involved and the 3pπ(P)-orbital
contributing to the pseudo-π*(PX)-orbital. The 3pπ(P)-
coefficient of the pseudo-π*(PX) orbital is large if the PX
polarity is large (as a result of the orthogonality between
pseudo-π(PXm) and pseudo-π*(PXm) orbital), i.e., the larger
electronegativity of X implies a larger overlap, stronger back-
donation to the ligand and thereby a larger Ni−L bond
strength. Hence, back-donation to L should decrease in the
series F, Cl, Br, H ∼ I, At.

Figure 5. Relative NiY bond strength orders (BSOs) are given for 181
L−Ni(CO)3 complexes as a function of the local stretching force
constant ka(NiY). Regions of normal, strong, very strong, weak, and
very weak Ni−Y bond strengths are indicated by dashed horizontal
lines where the NiC bond strength of Ni(CO)4 is used as a suitable
reference (relative BSO: 0.811).

Figure 6. Relative Ni−P BSOs of phosphine-nickel tricarbonyl
complexes, R3PNi(CO)3, are given as a function of the local stretching
force constant ka(Ni−P) . Halogenated phosphines are given by the
purple color and all others by the brown color.
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The calculated trend in BSO values, PAt3 < PI3 < PH3 < PBr3
< PCl3 < PF3 (Figure 6), suggests that π-back-donation to the
trihalogenophosphine is decisive and that σ-donation is more a
second order, but nevertheless important, effect [σ-bonding
would increase from F(χ = 4.10) to Cl(2.83), Br(2.74),
H(2.20) ∼ I(2.21), and At(1.90116,117)]. If σ-donation would
be more important, then the BSO values of PH3 and PI3 would
be similar (considering that back-donation becomes weak for
these phosphines). Their difference suggests that other effects
such as steric bulk (strongly increasing from PH3 to PI3 and
PAt3 and thereby weakening the Ni−Y bond) or relativistic
effects [contraction of the 5s(I),5p(I) and 6s(At),6p(At)
orbitals implies a smaller 3pπ(P) coefficient in the pseudo-
π*(PX3) orbital and reduced back-donation from Ni to L] also
play a role.
The unexpected NiP BSO value of 0.638 for PF2H marks the

strongest Ni−P bond in the series of phosphines investigated. It
is due to the optimal compromise between moderate
weakening of σ-donation (small number of electronegative
substituents X) and strong π-back-donation (two electro-
negative F atoms). Ligand PH2F is optimal with regard to σ-
donation, but less effective with regard to π-back-donation and
therefore has a BSO of 0.562, which is lower than that of PF3
(0.604; Table S1). A somewhat different trend is found for the
chlorinated phosphines, PCl3 < PClH2 < PCl2H (<PH2F),
which indicates that the reduced electronegativity of Cl leads to
less effective π-back-donation and weaker Ni−P bonds.
π-Back-donation plays also a role for the trimethoxy (n =

0.542), triamino (0.505), and tridimethylamino substituted
phosphines (0.461, Figure 6) and places them between the
fluoro and iodo substituted phosphines. In the case of alkyl or
aryl substituted phosphines, σ-donation and steric repulsion
have to be considered to understand the intrinsic NiY bond

strength in the corresponding complexes. For example, in the
series PH2Me (0.454) < PHMe2 (0.482) < PMe3 (0.512) ∼
PMe2CF3 σ-donation seems to increase because of the donor
effect of the methyl group whereas steric effects are less
important for NiY bonding in these cases. A phosphine with a
CF3 substituent should be a weaker σ-donor. This is not
reflected by the BSO values of PMe3 and PMe2CF3. Hence, the
π-back-donation effect cannot be excluded even for the alkyl
substituted phosphines as it would increase for the CF3 group:
The C atom (χ = 2.50 compared to χ(P) = 2.06) becomes
more electronegative thus supporting π-back-donation and
offsetting a reduction of σ-donation, which leads to the
similarity of the BSO values of methyl and CF3 substituted
phosphines.
Steric repulsion between L and the carbonyl ligands is the

cause for the relatively low BSO values of PEt3 (0.476) and
PPh3 (0.475). Even lower values of 0.461 for P(NMe2)3 and
0.358 for P(C6F5)3 are due to steric weakening of the NiP
bond strength despite potential stabilization by π-back-
donation in the first case (see above) or F,C(≡O) attraction
in the second case. This underlines an important advantage of
the MLEP when compared with the TEP. Tolman2 saw the
necessity of complementing the CO stretching frequency by a
geometric measure, which provides, in the form of a cone angle,
a measure for the steric effect of a ligand. A steric parameter,
which is just qualitative in nature as a quantitative relationship
between cone angle and the strength of the metal−ligand bond,
is difficult to find, and becomes superfluous as the MLEP based
on the local NiY stretching force constant includes all electronic
and steric factors influencing the ML bond strength.

Intrinsic Strength of Nickel−Amine Bonding. In Figure
8, the BSO values of 20 amine ligands are compared, which vary
in the range 0.02 < BSO < 0.32 by 0.30 BSO units. On the
average, amines are 0.3−0.4 BSO units less strongly bonded to
Ni than the corresponding phosphines, which clearly has to do
with the larger electronegativity of N (χ 3.07 compared to P
2.06) thus making it a weaker σ-donor and a poorer π-acceptor.
For comparison, the BSO values of two nitrile ligands are also

Figure 7. Interactions between ligand L and the Ni(CO)3 group: σ-
donation from the lone-pair orbital of a carbene to the 3dz2(Ni)-orbital
(upper left); π-back-donation to the pseudo-π* orbital of PF3 (upper
right); π-back-donation to the 2pπ-orbital of a carbene (lower left); π-
donation from an occupied pseudo-π orbital of NX3 to an empty
3d(Ni)-orbital (lower right).

Figure 8. Relative Ni−N BSOs of amine-nickel tricarbonyls, R3N−
Ni(CO)3, are given as a function of the local stretching force constant
ka(Ni−N). Halogenated amines are indicated by the green color, all
others by the red color. The clustering of data points in the region 0.03
< BSO < 0.09 and 0.295 < BSO < 0.325 is enlarged in the insets. For
reasons of comparison, the BSO values of two nitrile ligands and N2
acting as a σ-donor are also given (blue color).
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shown, which are stronger σ-donors as reflected by BSO values
close to 0.39.
There are four electronic effects, which play an active role

according the NBO analysis (see also Figure 7). (i) σ-Donor
ability: The σ donor ability of an amine NX3 decreases with
increasing electronegativity of X. (ii) Size of X: Because of the
relatively small Ni,N distance of about 2.2 Å (see NMe2H in
Table S1), the size of the halogen X matters. Steric interactions
increase in the series F, Cl, Br, I, At. (iii) π-Acceptor ability:
The NX3 π-acceptor ability is lower than that for PX3 and
decreases significantly if χ(X) < χ(N) [the orbital overlap is
reduced and the pseudo-π*(NX3) orbital is higher in energy;
see below]. (iv) π-Donor ability: NX3 can act as a π-donor by
delocalizing pseudo-π(NX3) electrons into an empty Ni orbital
(see Figure 7).
The decrease in the π-acceptor ability can be understood if

one realizes that most amine substituents, apart from the fluoro
substituted ones, have a lower electronegativity than N, which
implies that the 2pπ(N) coefficient in the pseudo-π*(NX3)
orbital is of small magnitude and reduced overlap between the
latter and the corresponding 3d(Ni) orbital results. The reverse
holds for the 2pπ(N) coefficient in the pseudo-π(NX3) orbital.
Amines NX3 with I or At have stronger NiN bonds because of
stronger σ- and π-donor ability where steric repulsion can also
influence the order of intrinsic Ni,N bond strengths: NF3 <
NBr3 < (NCl3) < NI3 < NAt3.
Steric effects are also responsible for the low BSO values of

N(NMe2)3 or NEt3 (0.018 and 0.043). If the donor ability is
increased by methyl groups, BSO values as large as 0.32 result.
It is noteworthy that fluoroamine leads to a stronger NiN bond
(0.267) than chloroamine (0.235), which reveals that 3d(Ni) π-
back-donation into a sufficiently low-lying pseudo-π*(NHF)
orbital still outweighs other effects such as the disadvantage in
σ-donation involving the lone-pair electrons lp(N) (Table S1).
NH3 and its methyl substituted derivatives turn out to be the
strongest σ-donors with the strongest Ni−N bond (BSO values
of 0.304−0.321) lowered only somewhat for trimethylamine
because of steric hindrance (slightly elongated R(NiN) distance
of 2.204 Å). For NEt3, R(NiN) increases to 2.966 Å and gets
close or beyond a typical van der Waals distance of 3.77 Å in
the case of NPh3 (R = 3.591) or N(C6F5)3 (4.385 Å, where
Ni(CO)3 and L attract each other just weakly [NEt3, BSO =
0.043; NPh3, BSO = 0.046; N(C6F5)3, BSO = 0.015 with local
NiN stretching frequencies of just 115, 119, and 67 cm−1,
respectively, and very small local stretching force constants;
Table S1].
Intrinsic Strength of Nickel-Arsine, -Stibine, and

-Bismuthine Bonding. Since for the five pnicogen-containing
L groups the same 20 YXmH3−m or YRmH3−m ligands have
always been used in this work, they can be directly compared
with regard to the range of BSO values, their average, the range
width, and the R(NiY) distance given in Å for YH3 (the latter
three values in parentheses), which are given in the following:
0.015−0.321(N: 0.148; 0.306; 2.165); 0.386−0.638 (P: 0.487;
0.252; 2.264); 0.297−0.489 (As: 0.409; 0.192; 2.391); 0.261−
0.399 (Sb: 0.346; 0.138; 2.566); and 0.088−0.233 (Bi: 0.168;
0.145; 2.745) (see Figures 9−11).
The increasing electropositive character of the pnicogen

atoms with increasing atomic number [χ values for N, P, As, Sb,
Bi: 3.07, 2.06, 2.20, 1.82, 1.67; the relatively large χ(As) is due
to the d-block contraction, which leads to an ineffective
shielding of the nucleus and an enlargement of χ(As)] should
make them better σ-donors. But the 3d−npσ-overlap is

increasingly reduced in the series 3d(Ni)−3p(P), −4p(As),
−5p(Sb), −6p(Bi) due to larger R(NiY) values, and there is
increasing mismatch of the orbitals involved. Also, π-back-
donation to pseudo-π*(YXm) orbitals, which is optimal for P,
plays an increasingly smaller role for higher atomic numbers of
Y so that BSO values spread over a smaller and smaller range
(0.306 for N but just 0.145 for Bi) and the average BSO value
drops from 0.487 in the case of P to 0.168 in the case Bi.
For the arsines and stibines (Figures 9 and 10), it is equally

true that π-back-donation to a pseudo-π*(YXmH3−m) (m = 1,2,
3) orbital dominates bonding as in the case of the phosphines,
which leads to a similar increase of the BSO values from X = At
to F (m = 3) and leads to better σ-donation if halogens are
replaced by H atoms. Since the π-donor effect becomes less and
less dominant, the variation in the BSO values decreases. Since
the NiY distances increase from Y = P to Sb (see Table S1 and
above), steric repulsion is reduced, and YR3 ligands with bulky,
but σ-donation increasing R move to larger BSO values.
For the bismuthines, Ni−Y bonding is predominantly based

(as in the case of Y = N) on the σ-donor ability of the ligand
where, however, this is significantly reduced because of the

Figure 9. Relative Ni−As BSOs of arsine-nickel tricarbonyls, R3As−
Ni(CO)3, are given as a function of the local stretching force constant
ka(Ni−As). Halogenated arsines are given by the red color, all others
by the blue color.

Figure 10. Relative Ni−Sb BSOs of stibine-nickel tricarbonyls, R3Sb−
Ni(CO)3, are given as a function of the local stretching force constant
ka(Ni−Sb). Halogenated stibines are given by the blue color, all others
by the green color.
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scalar relativistic contraction of the 6s,6p orbitals of Bi. The
latter is responsible for the low BSO(Bi−Y) values, which vary
by just 0.145 from 0.088 to 0.233 so that they do not overlap
with the stibine or arsine BSO values. Any electronegative
bismuthine substituent reduces this low donor ability further,
which leads to the following BSO values: BiF3 < BiCl3 < BiBr3
< BiI3 < BiAt3 < BiH3.
π-Back-donation to pseudo-π*(BiXm) orbitals does play only

a minor role because the electropositive Bi leads to a relatively
high orbital energy. It becomes decisive only for BiH2F or
BiH2Cl, which have relatively high BSO values. With the
increasingly larger R(Ni−Y) values (Y = As, Sb, Bi), steric
repulsion is reduced for the bismuthine complexes so that
ligands such as BiEt3, BiMe3, or BiMe2H can fully bring into
play their increased σ-donor ability leading to BSO values of
0.216, 0.216, or 0.206.
Intrinsic Strength of Nickel−Carbene Bonding. Singlet

carbenes have an lp for σ-donation and an empty pπ-orbital for
accepting negative charge from Ni. Therefore, the BSO value of
L = CH2 is with 1.229 the largest of all neutral ligands.
Replacement of H atoms by hyperconjugative or π-donor
substituents R = R′ leads to a reduction of the NiC bond
strength, R: =CH2 group (vinylidene; 1.142), Me (0.900), Cl
(0.907), F (0.885), OMe (0.653), NH2 (0.608), NMe2 (0.488),
etc. The Arduengo-type carbenes are interesting, and when they
have the chance to form a delocalized 6π-system, withdraw
negative charge from Ni thus increasing the strength of the Ni−
C bond. For 5-membered rings with O atoms in α-position the
withdrawal is stronger (CR5:0.674) than for those with N
atoms (CR1:0.599; Table S1 and Figure 12). The comparison
of ka(CO) and ka(NiC) values in Figure 4 reveals that
Arduengo carbenes represent a group of ligands that have a
reverse rather than an inverse CO,NiY-relationship. This
explains why in many cases the bonding of Arduengo carbenes
to the metal is difficult to explain on the basis of the TEP
values.38,55,76,80,83,124−126

Bulky groups lower the BSO value effectively because of the
relatively small NiC bond length (1.9−2.0 Å). It is noteworthy
that the CO and CS ligand lead to BSO values of 0.811 and
1.062. They are comparable in their NiC bond strength to that
of substituted carbenes.

Intrinsic Strength of Bonding between Nickel and
Ionic Ligands. The strongest NiY bonds are found for cationic
ligands with empty pπ-orbitals such as the methylidyne cation
CH+ (BSO = 2.373; strongest of all NiY bonds) that has a σ-
lone pair and two empty pπ-orbitals. The methyl cation leads to
a BSO of just 0.720 whereas the t-butyl cation has a small BSO
of 0.409. In the first case, the lowering of the BSO value is due
to the missing σ-lp electrons whereas in the second case the
steric bulk of the ligand hinders the acceptance of negative
charge from Ni [increase of R(NiC) from 1.651 (CH+), to
1.963 (CH3

+) and 2.061 Å (CMe3
+; Table S1)]. Inspection of

the calculated geometry of the complex with the t-butyl cation
ligand reveals that bonding is actually established by agostic
interactions between CH bonds and the Ni atom. High BSO
values are also found for NO+ (1.759), NS+ (1.631), and NSe+

(1.606).
Compared to the values for the cationic ligands, variation of

the BSO values of the anionic ligands is much smaller. Useful
insight is provided by the analysis of the NiX bond strength for
the halogenide anions X−. Unexpectedly, the NiF bond strength
is larger than that of all other halogenide anions (BSO = 0.583)
despite a small R(NiF) of 1.991 Å, which should lead to
destabilization because of lp,lp-repulsion between Ni and F. If
this lp,lp-repulsion is absent as in the case of the hydride anion,
the BSO value increases to 0.669 (R = 1.579 Å). According to
the NBO analysis, the high BSO(NiF) value is due to the
delocalization of lp(F) electrons. In the case of halogenide
ligands with higher atomic numbers, delocalization into an
empty Ni valence orbital is reduced because of smaller overlap
and an increase in the lp(X) orbital energy. For Cl, Br, and I,
the BSO values drop to 0.353, 0.314, and 0.270 thus reflecting,
despite an increase in R (from 2.391 to 2.714 Å, Table S1),
increased lp,lp repulsion and vanishing lp(X)−Ni delocalization
possibilities.
Ligands of carbanionic character vary between 0.526

(CMe3
−) and 0.714 (HCC−) where steric interactions cause

a decrease in the NiY bond strength. Amide and phosphide
anions lead to less strongly bonded L−Ni(CO)3 complexes
(see Figure 13). It is noteworthy that PF2

− is the most strongly
bonded phosphide anion ligand, which again underlines the

Figure 11. Relative Ni−Bi BSOs of bismuthine-nickel tricarbonyls,
R3Bi−Ni(CO)3, are given as a function of the local stretching force
constant ka(Ni−Bi). Halogenated bismuthines are given by the green
color, all others by the purple color. The clustering of data points in
the region 0.132 < BSO < 0.138 is enlarged in an insert.

Figure 12. Relative Ni−C BSOs of carbene-nickel tricarbonyls, R2C−
Ni(CO)3, are given as a function of the local stretching force constant
ka(Ni−C). CO and CS are also included (purple color), and normal
carbenes (brown color) are distinguished from Arduengo carbenes
(red color). The clustering of data points in the region 0.57 < BSO <
0.68 is enlarged in the inset.
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important role of π-back-donation from a 3d(Ni) orbital into
the pseudo-π*(PF2)-orbital.
Intrinsic Strength of Bonding between Nickel and

Other Ligands. Apart from the ligands explicitly discussed
here, we have also investigated ligands leading to NiB, NiO,
NiSi, or NiS bonding. Boron-containing ligands resemble in
their bonding characteristics those of the carbocations (π-
acceptors, however, no longer σ-donors; BSO values: 0.603−
0.643; Table S1). Water and ethers are only weakly bonded
(BSO values: 0.024−0.091; Table S1) whereas oxide anions
have larger BSO values (0.447−0.502) because of their stronger
σ-donor capacity.
The remarkable strength of Ni-hapto bonding (BSO: 0.175−

0.306) is interesting, which is based on the donor capacity of a
π-bond (ethene, acetylene) or σ-bond (H2). It is noteworthy
that the donor capacity of H2 is larger (0.306) than that of
ethene (0.287) or acetylene (0.175). Molecular nitrogen is a
weaker donor via its π-bonds than via its lp-electrons (0.017 vs
0.312).
Steric Effects: Is There a Need for a Second Electronic

Parameter? There are exchange repulsion and electrostatic
interactions between the ligand L and the Ni(CO)3 group. As
far as these interactions influence the NiY bond strength, they
are directly absorbed by the stretching force constant ka(NiY)
and reflected by the BSO value. In this respect, there is no need
to determine a second electronic parameter as done by Tolman
in form of the cone angle, which measures the steric bulk of a
ligand L.
If there is a need to separate steric effects from other

electronic effects, this can be easily achieved with the help of
the local C−Ni-L bending force constant ka(CNiL). The value
of ka(CNiL) will be large in the case of steric repulsion
(indicating the rigidity of the ligand structure) whereas ligands
L with little space requirements will be characterized by small
ka(CNiL) values. In this way, an ordering of all L according to
their steric bulk is easily possible. It would be beyond the scope
of this work to develop a suitable bending order based on
ka(CNiL) values and to discuss for each ligand to which extent
steric interactions influence the intrinsic NiY bond strength.

6. CONCLUSIONS

In a careful investigation of 181 nickel-tricarbonyl complexes
L−Ni(CO)3, we have determined for each L = YRm (m = 0, ...,
3) the local CO and NiY stretching frequencies and force
constants. As the former depends always on the masses of the
atoms involved in a molecular vibration, we have focused on
the more reliable stretching force constants, which directly
relate to the electronic features of the vibrating bond and
thereby its intrinsic bond strength. The quantum chemical
investigation of the Ni-complexes and their vibrational
properties has led to the following results. (1) Despite many
simplification schemes, the vibrational modes of a transition
metal complex always couple so that normal-mode frequencies
are always contaminated by coupling frequencies. This problem
can be solved by converting the normal vibrational modes into
local vibrational modes as has been described by Konkoli and
Cremer.84 (2) The TEP, which is based on one or an average of
the CO stretching frequencies, is at best a qualitative measure
for the Ni−Y bond strength as it is flawed in two ways: (i) The
TEP and its computational equivalent, the CEP, are flawed by
mode−mode coupling of the CO stretching modes with Ni−C
stretching, Ni−C−O bending, and other vibrational modes.
Mode coupling leads to CO stretching frequencies of L−
Ni(CO)3, which are contaminated by coupling frequencies of
20−200 cm−1 and which therefore can no longer provide a
reliable measure of the CO bond strength. (ii) There is no
general relationship between the CO and the Ni−L stretching
force constants (or frequencies). We find among the ligands
investigated only one group of ligands, the halogenide anions
(5 examples out of 181 Ni-complexes), for which, in line with
Tolman’s expectations, a quantitatively correct inverse relation-
ship between CO and NiL stretching force constants can be
derived. In all other cases, Ni−L stretching force constants
scatter strongly for an increase in the CO force constants where
inverse, no, or direct relationships can be. (3) Since TEP and
CEP are of little use to describe Ni−L bonding, we have
introduced a new metal−ligand electronic parameter (MLEP)
in form of the local Ni−L stretching force constant ka(NiY)
where Y is that atom of the ligand directly bonded to the metal.
Utilizing the local ka values of suitable reference molecules, the
local stretching force constants ka(NiY) are converted into
relative bond strength orders (BSOs). Hence the new MLEP is
discussed in terms of the BSO values, which provide a direct
and quantitative measure of the intrinsic Ni−L bond strength.
(4) By using Ni(CO)4 as a suitable reference, one can
differentiate between normal, strong, very strong, weak, and
very weak NiY bonding. The differences in NiY bonding are
caused by the interplay of essentially five different electronic
effects: (i) σ-donation of the ligand, (ii) steric interactions of
the ligand with the Ni(CO)3 group, (iii) π−acceptor abilities of
the ligand leading to delocalization of 3d(Ni) electrons, (iv) π-
donor abilities of the ligand leading to delocalization L
electrons into empty Ni orbitals, and (v) scalar relativistic
effects of Y being a sixth period element reduce especially the σ-
donor capacity of the ligand besides changing also π-acceptor
and π-donor abilities. (5) Destabilizing steric interactions
between L and Ni(CO)3 group are directly determined by the
MLEP and do not require a second parameter as in the case of
the TEP (the cone angle of L). Low BSO values for a number
of ligands such as triethyl, triphenyl, or triamino phosphines,
amines, etc., can be directly related to steric effects. If needed,
the local C−Ni−Y bending force constants provide the

Figure 13. Relative NiC (purple), NiN (green), and NiP (red) BSO
values of ionic ligands are given as a function of the local stretching
force constant ka(NiY). The clustering of data points in the region
0.25 < BSO < 0.75 is enlarged in two inserts where the inset in the
lower right corner features the halogenide anions (red circles).
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possibility of separating steric effects from other electronic
interactions. (6) Amines, phosphines, arsines, stibines, and
bismuthines (in each case 20 different of them leading to a total
100 ligands) have been investigated with the MLEP. The latter
reveals the importance of π-back-donation from Ni into a low-
lying pseudo-π*(PXm) orbital for Ni−L bonding, which in this
work was quantified with the help of second order perturbation
theory leading to NBO delocalization energies. The variation in
Ni−L bonding is large if π-back-donation plays an important
role for the Ni−L bond strength. The average BSO value of the
phosphines, arsines, stibines, amines, and bismuthines decreases
as the σ-donor and π-acceptor abilities are reduced in this
order. (7) Methylene leads to relatively strong Ni−L bonding
according to the calculated MLEP value because a carbene has
both π-acceptor and σ-donor capacity. The NiC bond strength
is reduced in the way that the carbene is substituted by π-
donors or herconjugative groups such as alkyl substituents.
Arduengo carbenes have BSO values in a range from 0.57 to
0.67 where Ni−C bonding is strengthened with the tendency of
forming a delocalized 6π-electronic system in the carbene ring.
The Arduengo carbenes represent a group of ligands that have a
reverse rather than inverse CO,NiY-relationship as shown in
Figure 4. This shows the problem of using TEP parameters for
the description of Arduengo carbene−metal bonding. (8)
Cationic ligands lead to relatively large MLEP values provided
steric factors do not play a role. A BSO value of 2.37 is found
for the methylidyne cation CH+ whereas the methyl cation has
a BSO value of 0.72 because of the lack of any σ-donor ability.
In the case of the t-butyl cation, NiC bonding is established by
weak agostic interactions. The BSO values of anionic ligands
vary in the range from 0.4 to 0.7. (9) Although we have shown
that the results of a harmonic or anharmonically corrected
quantum chemical description of the vibrational frequencies
lead to similar BSO values, this work makes it desirable to verify
MLEP values with the help of measured frequencies, which do
not depend on any deficiencies of the quantum chemical
method used. This should be possible in all those cases where
the NiL stretching frequency can be detected in the normal
infrared where its identification can be facilitated with the help
of the vibrational frequencies calculated. However, many
metal−ligand stretching frequencies appear in the far-infrared.
They are only measurable with advanced spectroscopic
methods such as terahertz spectroscopy or depolarized
Raman scattering. Since these methods will become more
and more available as there is need for them, this work
underlines the need for equipment in chemical laboratories
which makes far-infrared spectra available. (10) The BSO
parameter describes the intrinsic strength of the ML bond and
as such cannot be anticipated with the help of measured or
calculated bond quantities referring to other properties of the
ML bond. For example, there is no quantitative relationship
between bond length and BSO. Also, the Wiberg index
(measuring the bond multiplicity) of the NiL bond is not
related to the corresponding BSO value and therefore does not
provide a computationally less expensive tool to replace the
BSO value.
This work has shown that for nickel−carbonyl complexes the

TEP is of little use and should be replaced by the MLEP.
Future work will focus on Au-complexes, where the TEP is
known to fail.44 Also, Ru-, Rh-, Re-, and Ir-complexes will be
systematically investigated to provide MLEP values.
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■ NOTE ADDED AFTER ISSUE PUBLICATION
Figures 9−13 were incorrect in the version published on
February 22, 2016. The revised version was published on the
Web on March 23, 2016. An Addition & Correction was
published in volume 55, issue 7.
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