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INTRODUCTION

Protein structure is organized into primary, secondary, tertiary, and quaternary levels 
expressing in this way its enormous variety and complexity.1–5 There have been 
numerous attempts of simplifying measured protein structures for the purpose of 
identifying unique conformational patterns. For example, Venkatachalam6 presented 
a local description of a protein molecule based merely on the polypeptide chain back-
bone. Furthermore, he showed that just two of the three conformational angles (ϕ and ψ) 
of the backbone have to be specified for a particular amino acid residue because 
conjugative effects keep the peptide unit planar (the angle ω at the peptide bond is 
normally close to 180°).6 These simplifications do not hinder the valid description of 
a protein and confirm earlier predictions1–5 of its periodical structure in agreement 
with crystallographic data.7

A different approach employed by Kabsch and Sander8 describes secondary struc-
tural units (SSUs) in terms of the shape and organization of hydrogen‐bonded units 
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found along the backbone. They were able to identify helices and β‐sheets quickly 
and precisely. A higher level of organization that involves pairs of SSUs called the 
supersecondary structures was identified by Rao and Rossman9 by comparison of 
protein structures. These and other methods were applied to protein structure descrip-
tion, always with the objective of developing generally applicable conformational 
rules based on the simplification of protein structure.10,11

From an elementary point of view, one can distinguish between three different 
approaches to fulfill these objectives. One can base protein structure analysis and 
prediction exclusively on conformational (geometrical) features. Alternatively, one 
can correlate structural features with amino acid properties such as H‐bonding 
ability, hydrophilicity, hydrophobicity, polarity, etc.1–4 and use the latter properties 
for structure classification. Finally, one can combine conformational (geometrical) 
and physiochemical amino acid properties for the purpose of structure analysis 
and prediction.

Based on various such descriptions, SSUs like helices and β‐sheets, supersecond-
ary structures like hairpins and corners, larger supersecondary motifs like the β‐
barrel, and folds of domains in globular proteins have been extensively classified.1–4 
Classification of proteins deposited in the PDB (Protein Data Bank)12,13 can be 
found in databases such as SCOP (Structural Classification Of Proteins),14,15 CATH 
(Class-Architecture-Topology-Homologuous superfamilies),16,17 DALI (Distance 
ALIgnment),18–20 etc., which combine automated and manual sorting of domains. 
Such domain classifications have been compared and analyzed,21 and it has been 
shown that they are frequently conflicting with regard to domain definition and 
assignment of domain boundaries. Conflicting descriptions can also be obtained 
when using secondary structure assignment programs such as DSSP (Define 
Secondary Structure of Proteins),8,22 STRIDE (STRuctural IDEntification of the 
secondary structure of proteins),23 DEFINE (DEFINE protein structure),24 and 
KAKSI (Finnish for “two”: Cα‐distance matrix and (ϕ, ψ)‐backbone angles)25 (for a 
comparison, see Fourrier and de Brevern,26 Martin and coworkers,25 or Offmann and 
coworkers27). Also, it requires detailed and individual analysis of structures at specific 
localized sites to classify loop regions and identify the simpler units from which they 
are made.28,29 More recently, secondary structure has been analyzed on the basis of 
neural networks.30–32 In general, modern secondary structure assignment and predic-
tion can refer to a multitude of strategies based on H‐bonding,8 backbone conforma-
tion,6 multiple sequence alignments,33 or energy‐based evaluations.34,35

It is generally accepted that one can recognize protein structure from the form of 
its backbone.1–6 Once the backbone structure is understood, one can complete the 
backbone by adding side chains using available procedures.36 Despite such accom-
plishments, there is a need for an improved analysis of the backbone structure37 in 
connection with protein structure predictions and when elucidating protein function-
ality. Hence, an automated systematic description of the backbone structure of a 
protein is still, after many decades of protein studies, a needed tool to relate protein 
primary structure to protein functionality. The state of the art in protein structure 
description is often judged in view of its value for protein structure prediction where 
the efficiency of automation plays a major role.38,39
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Any useful description of the backbone or the total protein structure has to 
consider the different levels of structural description, which lead from the SSUs 
through the supersecondary units and motifs to the tertiary level with folds of 
domains.1–5 This hierarchy of structural descriptors implies that for any given point 
of a protein backbone, an increasingly larger environment has to be taken into account 
to step up from a purely local to a global description. Clearly, any complete descrip-
tion of the protein backbone must include all levels of the structural hierarchy. One 
could assume that after 60 years of research in this field, at least the secondary level 
of protein structure is well understood. However, this is questionable given the many 
investigations published during the last 20 years, which present a manifold of new 
SSU assignment methods. The latter can be divided into two categories:

1.	 Hydrogen bonding‐based methods such as DSSP: Beta‐Spider (focus on  
β‐sheets),40 DSSPcont (improved description of H‐bonding by considering 
protein motion and thermal fluctuations),41 and SECSTR (focus on π‐helices).42

2.	 Geometry‐based methods: SABA (use of anchor points to obtain coarse‐
grained structures),43 PROSIGN (mathematical helix description to distinguish 
between helices and strands),44 SEGNO (use of dihedral angles and distances),45 
KAKSI (dihedral angles and distances),25 PALSSE (description of SSUs as 
vectors),46 VoTAP (focusing on contact matrices),47 t‐number (contact matrices),48 
and STICK.49

These complement or improve the assignment methods from the 1980s and 1990s 
such as DSSP,8 STRIDE,23 and PROMOTIF50 (all H‐bonding based) or DEFINE,24 
P‐CURVE,51 XTLsstr,52 and P‐SEA53 (all geometry based).

In this connection, special topics such as the description of helices with quater-
nions,54 the identification of π‐helices,55,56 the determination of helices with opposite 
chirality (left‐handed helices),57 the characterization of helix kinking,45 the 
classification of turns,58 the description of SSU distortions, and the precise determi-
nation of the SSU termini45 have been investigated. Some of this work was summa-
rized in recent reviews.27,59

In this review, we will describe protein structure in the spirit of early structural 
simplifications. This implies that all side chains are deleted so that one can focus just 
on the protein backbone (for an example,60 see Figure 1a–d). The orientation of the 
backbone in three‐dimensional (3D) space can be determined by a multitude of 
residue dihedral angles ϕ and ψ. However, such an approach leads to a local and dis-
crete description of the backbone that, only with difficulties, can be applied for the 
description of tertiary structure. For the purpose of developing a simpler approach to 
protein structure description, two strategies can be followed61:

1.	 One can sacrifice a fine‐grained atom‐by‐atom description of the backbone 
leading to excessive detail in favor of a coarse‐grained one. The latter can be 
achieved in various steps with the purpose of including increasingly more non-
local structural features into the protein description. A common approach is 
that each residue is represented by just one anchor point (level 1 of coarse 

0002644036.INDD   371 12/19/2015   10:10:26 AM



372� METHODS FOR A RAPID AND AUTOMATED DESCRIPTION OF PROTEINS

graining; Figure 1c). At higher levels of coarse graining, one can present super-
secondary or tertiary structural units by arrows and planes being derived from 
multiple anchor points to add more nonlocal features to the protein description 
(level 2, level 3, etc. of coarse graining). In this way, all features from secondary 
to tertiary structure become accessible to a purely conformational (geometric) 
approach of protein structure description.

2.	 The second feature of a general but simplified approach to protein structure 
description is based on a continuous rather than discrete representation of 
the protein backbone.61 One can convert the latter into a smooth line oriented 
in 3D space by the anchor points of step (a). Along this line, one can use 
three mathematical parameters to determine the length and orientation of 
the backbone line: the arclength s, the (scalar) curvature κ, and the torsion τ. 
These parameters are sometimes called Frenet coordinates according to the 
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Figure 1  Simplification of the protein structure to a smooth line in 3D space in three 
steps. (a) Perspective drawing of the structure of insulin B chain taken from PDB file 1JCO.60 
(b) After deleting all side chains, the backbone of insulin B chain becomes visible. The Cα 
atoms of all residues are indicated by dots. (c) The positions of the Cα atoms are connected by 
a cubic spline fit. (d) The backbone is represented as a smooth line in 3D space.
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Frenet–Serret frames, which are used in differential geometry to describe the 
movement of a particle along a curved line in 3D space.62,63 By expressing  
κ and τ as a function of the arclength s, one obtains continuous representations 
of the protein backbone (see Figure 1d), which adopt characteristic patterns for 
given structural features of a protein. Protein structure can be described in 
terms of structure spectra based on the Frenet coordinates κ and τ. The advan-
tages of such a description lie in its ease of automation with the help of a com-
puter program, its general applicability, and the mathematical accuracy of the 
structure description.61,64

There have been various attempts in this direction, which are reviewed briefly in 
the following.

PROTEIN STRUCTURE DESCRIPTION METHODS BASED ON 
FRENET COORDINATES AND/OR COARSE GRAINING

Coarse‐grained backbone structures based on other than internal coordinates have 
been repeatedly used. In 1978, Rackovsky and Scheraga65 suggested to evaluate the 
Frenet coordinates κ and τ at the Cα positions. The protein backbone was represented 
by a set of “equidistant” points in space (Cα atoms) connected by virtual bonds. The 
four points i i- ¼ +1 2, ,  formed an elementary unit at point i, which defined κ

i
 and τ

i
. 

The graphical representations of κ versus τ were used for the identification of struc-
tural elements, and the diagrams giving κ or τ in dependence of the residue number 
were employed for protein comparison. This method reflected the local properties of 
the curvature and torsion of the protein backbone. The bond angles and dihedral 
angles defined by the virtual bonds were related to the traditional angles ϕ and ψ. The 
virtual bonds, of course, differ significantly from the protein backbone so that κ(s) or 
τ(s) patterns identifying structural units of a protein could not be obtained. Hence, 
the method of Rackovsky and Scheraga65 was limited in its presentation of the pro-
tein backbone because a discrete rather than a continuous description in terms of 
Frenet coordinates leads to shortcomings when analyzing protein structure.

Louie and Somorjai66,67 considered the native conformation of a protein as the col-
lection of minimal surfaces such as helicoids and catenoids linked by turns and irreg-
ular coils, which contain mainly polar groups and are exposed to the solvent. The 
backbone was defined as a geodesic curve on the minimum energy surface. Only 
helices and β‐strands could be analyzed in this way, whereas an analysis of “nonregu-
lar” residues (belonging to turns, loops, etc.) could not be performed. In this approach, 
curvature κ and torsion τ were uniformly approximated by stepwise functions 
corresponding to discrete values at Cα atoms. The fitting produced a sequential overlap 
of all portions of the protein. Recognition of helices was based on the comparison 
with an average cylinder of given radius and pitch. The bends were defined as changes 
in axial angles of the fitting helices, whereas turns were recognized when three or 
more consecutive changes of axial angles were all greater than 40°. The method could 
not be generally applied and was best suited for helix recognition.
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Soumpasis and Strahm68 also considered describing the protein backbone by 
curvature and torsion obtained from polygonal nondifferential paths defined by Cα 
positions. At each vertex, curvature κ was defined utilizing the circumscribed circle of 
a triangle spanned by three sequential Cα atoms. The torsion τ was defined in a similar 
way using a tetrahedron spanned by four Cα atoms. The formulas for calculating κ 
and τ were expressed in terms of Cayley–Menger determinants. In this approach, the 
definition of τ suffered from an ambiguity and therefore it had to be augmented by an 
extra condition, which led to a complex torsion with real and imaginary part. Using 
this approach, the authors obtained specific profiles characterizing secondary and 
supersecondary structure.68 One of the drawbacks of the Soumpasis–Strahm approach 
was that it did not produce an easy‐to‐analyze picture of the backbone structure.

Hausrath and Goriely suggested a continuous representation of proteins from cur-
vature profiles,69 which were determined in a way similar to that of Louie and 
Somorjai.66,67 Small segments of the protein were described by a piece of a helix, 
which was then used for the calculation of curvature and torsion. The latter obtained 
a stepwise character without specific patterns. Curvature and torsion were used for 
the calculation of amino acid atom coordinates in the local coordinate system. The 
averaged values of these coordinates were employed to reconstruct the protein con-
formation for similarity comparisons.

Sklenar, Etchebest, and Laverey51 suggested a method for smoothing the protein 
backbone. Each residue was assigned a local helical axis system obtained by a least‐
squares fit. The latter took into account the differences in the axis systems of the 
nearest neighbors. Local variations of atomic coordinates were “smoothed” out and 
a more global picture could be obtained. Again, only a discrete set of points could be 
produced to represent the protein backbone. Differing orientations of helices were 
described by the method. The regions with regular secondary structures (helices and 
β‐sheets) were seen as straight segments of a line, which were linked by curved seg-
ments corresponding to the nonregular conformations. However, this led to the loss 
of a visible difference between helices and β‐sheets. Additionally, structural details 
along the protein backbone were lost during the smoothing process. The method 
contained several parameters, which could not be related directly to ϕ and ψ values 
or to protein conformation in general.

Zhi and coworkers70 suggested a smoothing technique for the protein backbone by 
averaging Cα positions in a seven‐residue window. Chain fragments that remained 
straight after smoothing were denoted as generalized SSUs. The main characteristic 
was the turning angle along the smoothed backbone. Analysis and comparison of 
protein structures could be carried out by aligning the arrays of the angles. Though 
this approach gave a more global view, it was unable to differentiate between SSUs. 
Can and Wang71 estimated curvature and torsion of the protein backbone by repre-
senting it as a smooth line, which was defined by the set of Cα atoms assumed to be 
equidistant. A fifth‐order spline was applied for the smoothing procedure, but this 
spline did not pass through the chosen anchor points. Helices were described with 
high precision, but turns were not. After subsequent normalization, the curvature and 
torsion were used as signature parameters for structure comparison in different pro-
teins. No secondary structure recognition was attempted.
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Finally, it is noteworthy that work on DNA helices was also carried out utilizing a 
description with curvature and torsion.72,73

THE AUTOMATED PROTEIN STRUCTURE ANALYSIS (APSA)

A generally applicable protein structure analysis method based on Frenet coordinates 
was developed by Cremer and coworkers61,74,75 and dubbed Automated Protein 
Structure Analysis (APSA) method. The authors derived their approach from methods 
used in reaction dynamics where the path of a chemical reaction complex is pre-
sented as a curved line in multidimensional space. The reaction path is described by 
Frenet coordinates to obtain a path description in 2D space.76–78 The techniques and 
ideas used for the presentation of the path, which the reaction complex would take in 
a chemical reaction, were applied to the presentation of the protein backbone invoking 
the following four assumptions61,64:

(i) The protein backbone can be presented as a smooth, regularly parameterized 
space curve and is completely characterized by three parameters including its 
arclength s, scalar curvature κ, and torsion τ where κ and τ are expressed as functions 
of s.63 (ii) Secondary and tertiary structure of a protein backbone can be extracted 
from characteristic features of κ(s) and τ(s), that is, a local presentation of the back-
bone can be extended in such a way that nonlocal features are obtained. (iii) SSUs 
such as helices and β‐strands can be presented by arrows with specific properties at 
the second level of coarse graining. (iv) Successive levels of coarse graining intro-
duce nonlocal features and provide a rapid account of tertiary structure.

In Figure 2, tangent vector T, normal vector N (in applications also called curva-
ture vector), and binormal vector B of a Frenet frame at point P

1
 of a left‐handed 

helix curve r(s) are shown. If the Frenet frame moves along the curve to point P
2
, T, 

N, and B readjust their orientation where the rotation of the Frenet frame around vec-
tors B and T is given by the Frenet coordinates κ(s) and τ(s). The formulas for these 
quantities are62,63

	 k s s( ) = ¢¢( )r 	 [1]

	
t s

s s s

s
( ) =

¢( ) ¢¢( ) ¢¢¢( )
¢¢

r r r

r

, ,
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where ×  and ×  denote norm and triple product, respectively.
For the purpose of converting the framework of bonds establishing the backbone 

into a smooth 3D line, two questions were considered: (i) What are the most suitable 
anchor points for the representation of the backbone? (ii) What type of spline function 
should be used?

The first question relates to the coarse graining strategy to be applied for the back-
bone. If all backbone atoms would be used as anchor points, an excessively detailed 
description of local conformational features with strongly oscillating scalar curva-
ture and torsion would result. In this way, the chance of describing nonlocal features 
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of protein structure would be lost. Instead, one has to apply a first level of coarse 
graining by presenting each residue along the backbone by just one anchor point. 
This leads to a smoother, more global presentation of the backbone, thus sacrificing 
unnecessary structural details such as the individual orientation of residue bonds in 
3D space.61

Various choices for the anchor points exist. These could involve the N or C(═O) 
atoms of the peptide linkages, alternatively the Cα atoms, or any geometric point of a 
residue (center of mass, geometric center, etc.). It is easy to see that the residue con-
formation is best presented at the first level of coarse graining by utilizing the Cα 
atoms as anchor points. The conformational flexibility of the protein backbone is 
determined primarily by the Cα atoms and less by the atoms of the peptide linkage. 

Osculating
tangent plane

Binormal vectorCurve

r(s)

Normal vector

Curvature vector

Frenet frame

Tangent vector

Rotation of Frenet frame
around vector T: torsion

Rotation of Frenet frame
around vector B: curvature

T(s2)

T(s1)

N(s1)

B(s1)B(s2)

T(s1)

N(s2)

N(s1) = κ(s1)

B(s1)

P2

P1

Figure 2  Schematic representation of tangent vector T(s), normal vector N(s), and binor-
mal vector B(s) of a Frenet frame at points P

1
 and P

2
 of curve r(s) presenting part of a left‐

handed helix. The normal vector is often also called curvature vector. Movement of the Frenet 
frame leads to an osculating tangent plane, a rotation at the tangent vector T(s) (indicated by 
an arrow around vector T), and a rotation at the binormal vector B(s) (indicated by an arrow 
around vector B) thus specifying torsion and curvature, respectively. For point P

2
, the old 

Frenet frame (dashed arrows) and the new Frenet one (bold arrows) are given, which reveals 
that the torsion is negative according to a left‐handed twist of the Frenet frame around T.
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The impact of the side chains on the protein structure is introduced by the Cα atoms. 
Hence, any description of protein conformation should reflect the position of the Cα 
atoms in 3D space. This is in line with the fact that from the early ϕ, ψ‐Ramachandran 
plots6 to more recent models of protein folding,79,80 geometrical descriptions of the 
protein backbone have repeatedly reverted to Cα‐based representations. In the same 
spirit, graphical representations of proteins indicating secondary structure preferen-
tially utilize the Cα positions in 3D space.81

It has to be noted that the choice of the anchor points relates to the choice of the 
polynomial functions selected to represent the protein backbone. Of several pos-
sible spline functions that could be used for this purpose, the cubic spline turned 
out to be most suitable, owing to its simplicity. It is uniquely defined by the require-
ment of smoothness at the anchor points (Cα atoms) and by two boundary condi-
tions (see the next paragraph). In addition, it corresponds to a curve with minimum 
deformation energy. Other types of splines do not have this physical property; 
moreover, the higher‐order splines often require extra, nonphysical constraints, as 
they depend on more adjustable parameters. The cubic spline functions have a well‐
defined advantage when used with the Cα anchor points, whereas their use in con-
nection with the N, the carbonyl C atoms, or the midpoints of Cα atom pairs does 
not lead to smooth backbone patterns in terms of curvature and torsion of secondary 
structures.61,82

The cubic spline functions can be used with natural boundary conditions at either 
end, that is, the curvature κ is fixed to zero at the terminal Cα atoms of a protein. This 
approximation is reasonable considering the high conformational flexibility of the 
ends of most proteins, which are not associated with a constant κ value. The first and 
the last two residues of the protein backbone are affected by the boundary conditions, 
and therefore it is reasonable to exclude them from a backbone analysis in terms of 
Frenet coordinates.61

The accuracy of any representation of a protein backbone by spline functions 
depends on the accuracy of the coordinates supplied. Therefore, the sensitivity of the 
cubic spline interpolation to any uncertainty in coordinates at the first level of coarse 
graining (with the Cα atoms as anchor points) leads to an accuracy in κ(s) and τ(s) 
values being better than 0.1 Å-1 as long as the resolution R of the protein coordinates 
is ≤2 Å.61,64

Once the backbone line of a protein is determined by the APSA method utilizing 
the Cartesian coordinates of a PDB file,12 κ(s) and τ(s) are calculated. Based on a set 
of rules derived from κ(s) and τ(s) values for ideal secondary structure patterns, all 
secondary structural features of a protein can be analyzed and characterized. 
Curvature values are always positive, whereas torsion values can be both positive and 
negative. The sign of the torsion value is defined by the rotation of the binormal 
vector B around the tangent vector T of the backbone curve. If it is clockwise (right‐
handed), the torsion is positive; otherwise it is negative as in the case of the left‐
handed helix of Figure 2. Equation [2] implicitly includes the direction of the rotation 
of the binormal vector and, hence, the sign of the torsion. Given that APSA analyzes 
proteins from the first residue at the N‐terminus, any change of sign of τ(s) correctly 
reflects any change of chirality of a protein helix or any other structural unit.

0002644036.INDD   377 12/19/2015   10:10:28 AM



378� METHODS FOR A RAPID AND AUTOMATED DESCRIPTION OF PROTEINS

THE CURVATURE–TORSION DESCRIPTION FOR IDEALIZED 
SECONDARY STRUCTURES

APSA was used to compare ideal and real SSUs of proteins.61,64 Suitable references 
for the former can be constructed with the help of an 18‐residue polyalanine helix 
and β‐strand. For this purpose, ideal ϕ and ψ angles of −57 and −47° for the α‐helix, 
−49 and −26° for the 3

10
‐helix,83,84 and −57 and −70° for the π‐helix21 were used.74 A 

left‐handed α‐helix was constructed using the ideal backbone angles ϕ and ψ of 57 
and 47°.57 An ideal β‐strand is not planar as it is often sterically influenced by neigh-
boring structures, and therefore it resembles a twisted stretched ribbon. This effect 
was modeled using ϕ and ψ angles of −139 and 135° employing the angles suggested 
by Hovmoller for antiparallel β‐sheets.85 Paired β‐strands were identified by using 
distance criteria of 6 Å. When the interstrands Cα distance are within this cutoff, the 
strands were considered as paired.

Table 1 (upper half) contains curvature and torsion values (both in Å−1) obtained 
for the ideal polyalanine SSUs and contrasted with the mean of the curvature and 
torsion values of 510,525 residues investigated for 73,221 SSUs in 2017 representa-
tive proteins taken from the PDB.12,86 Only X‐ray structures having a resolution of 
about 2 Å or better were selected for this analysis. Structure breaks and proteins with 
alternate locations provided for Cα positions were avoided though the κ(s) and τ(s) 

Table 1  Curvature κ and Torsion τ of Ideal and Real Secondary Structures 
the Latter Being Obtained from 2017 Proteins and 510,525 Residues86

Minimum Maximum Dihedral Angle

Ideal SSUs κ τ κ τ ϕ ψ

α‐Helix 0.31 0.08 0.55 0.17 −57 −47a

310‐Helix 0.29 0.11 0.78 0.29 −49 −26a

π‐Helix 0.31 0.05 0.47 0.08 −57 −70b

β‐Strand 0.04 −5.75 0.72 −0.04 −139 135c

310 (L) helix 0.29 −0.29 0.78 −0.11 49 26d

α (L) helix 0.31 −0.17 0.55 −0.08 57 47d

β (R) strand 0.04 0.04 0.72 5.75 139 −135e

Real SSUs  
with Regular  
Structure

Minimum Maximum Standard Deviation σ

κ τ κ τ κ τ

Maximum Maximum

α‐Helix 0.30 0.09 0.54 0.19 0.09 0.03
310‐Helix 0.29 0.12 0.65 0.24 0.08 0.09
π‐Helix 0.30 0.06 0.45 0.10 0.13 0.17
β‐Strand 0.04 −2.26 0.80 −0.07 0.26 1.42

Ideal dihedral angles from aBarlow and Thornton,83 bArmen and coworkers,84 cHovmoller and coworkers,85 
dNovotny and Kleywegt,57 and eobtained by sign switch of the dihedral angles of the opposite chirality.
Values for real SSUs were obtained from the maxima of the normal distributions shown in Figures 8, 9, and 10.

0002644036.INDD   378 12/19/2015   10:10:28 AM

wo
Cross-Out

wo
Sticky Note
please replace 7 with 9

wo
Comment on Text
please replace 8 with 9

wo
Comment on Text
please replace 29 with 34

wo
Comment on Text
please replace 7 with 5

wo
Comment on Text
Please replace 08 with 10

wo
Comment on Text
please replace 1 with 0

wo
Comment on Text
please replace 1 with 0

wo
Comment on Text
please replace 8 with 9


wo
Comment on Text
please replace 29 with 34

wo
Comment on Text
please replace 7 with 9

wo
Comment on Text
please replace 1 with 0


wo
Comment on Text
please replace 0.7 with 1.0

wo
Comment on Text

wo
Comment on Text
Please replace 0.7 with 1.0



DESCRIPTION FOR IDEALIZED SECONDARY STRUCTURES� 379

patterns did not differ significantly in these cases. The set of proteins used for the 
APSA description contained different sized proteins with various lengths of helices 
and β‐sheets, connected by small‐ and large‐sized loop regions. The CATH 
classification system16,17 was followed making sure that the protein examples chosen 
include all main classes.

Figure  3 presents APSA structure spectra of ideal right‐handed helices 
(Figure  3a), an ideal left‐handed α‐helix (Figure  3b), and an ideal β‐strand 
(Figure 3c). For both curvature and torsion, there is a clear difference between a 
3

10
‐helix (large curvature and torsion peaks), an α‐helix (medium‐sized curvature 

and torsion peaks), and a π‐helix (small curvature and torsion peaks). The differ-
ences in the torsion peaks are larger than those in the curvature peaks, which is a 
general observation.

An ideal helix has constant curvature and torsion values; for example, for a diam-
eter of 1.0 Å, κ(s) = 0.5 Å−1. The differences in κ(s) and τ(s) values correspond to the 
differences in pitch and diameter of each helix. Because a 3

10
‐polyalanine helix has 

an i → i + 3H‐bonding pattern (first and third residues are connected by a C═O ⋯ 
H─N bond), the diameter of a 3

10
‐helix is smaller than that of an α‐helix. Only three 

residues form a turn (each residue corresponds to a 120° turn) giving a translation 
step of about 2.0 Å (along the helix axis for one loop). Clearly, the tighter 3

10
‐helix 

must have larger curvature and torsion oscillations than the α‐helix (Figure 3a). For 
the α‐helix, the i → i + 4H‐bonding pattern results in 3.6 residues per turn where a 
residue leads to a 100° turn and the translation step is about 1.5 Å. The π‐helix is 
characterized by the i → i + 5H‐bonding pattern, 4.2 residues per turn, a 87° turn per 
residue, and a translation step of about 1.15 Å. Hence, oscillations in curvature and 
torsion are smallest for the π‐helix and intermediate for the α‐helix. Considering the 
reduction in the diameters and the translation step of 3

10
, α‐, and π‐helix (in that 

order), the amplitude of oscillation in the curvature and torsion must decrease as seen 
from the κ(s) and τ(s) curves (Figure 3a).

The functions κ(s) and τ(s) oscillate between minimal and maximal values, 
which are an innate property of the helix in question (Table 1, upper half): 0.29/0.78 
(curvature) and 0.11/0.29 Å−1 (torsion) in case of the 3

10
‐helix indicating strong 

curving and torsion of the backbone, 0.31/0.55 and 0.08/0.17 Å−1 in case of the  
α‐helix (intermediate curvature and torsion), and 0.31/0.47 and 0.05/0.08 Å−1 in 
case of the π‐helix (weak curvature and torsion). The curvature maxima coincide 
with the position of the Cα atoms (dots in Figure 3a) because they are the points of 
strong bending. For an α‐helix, these points lie on the vertices of the approximate 
“square” formed when the helix is seen end‐on. The plane of the amide bond 
enforces linearity to the region in between the Cα points resulting in curvature 
minima (Figure 3a, Table 1).

A similar reduction is found for the torsion maxima of the three helices (0.29, 
0.17, 0.08 Å−1; Table  1) reflecting the decrease in the axial translation steps from 
about 2 to 1.5 and 1.15 Å, respectively (Figure  3a, τ(s)). The strongest torsion is 
found in the peptide units because these point in the direction of the helix axis giving 
maximum contribution to the rise per amino acid. At the Cα atoms, the torsion is at its 
minimum (0.11, 0.08, and 0.05 Å−1, Table 1; see also τ(s) in Figure 3a).
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380� METHODS FOR A RAPID AND AUTOMATED DESCRIPTION OF PROTEINS

Figure 3  Curvature diagrams κ(s) (above) and torsion diagrams τ(s) (below) of (a) right‐
handed ideal 3

10
‐, α‐, and π‐helix; (b) left‐handed ideal α‐helix; (c) ideal β‐strand; (d) natural 

α‐helix from N51 to K63 in protein 7AAT87; (e) natural β‐strand from T17 to K23 in 
protein 2SOD.88
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Figure 3  (Continued)
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Figure 4 gives the relationship between torsion and curvature for ideal helices. 
The smooth κ(s) and τ(s) curves are obtained by calculating the Frenet coordinates 
at 20 equally separated points of the backbone line between two Cα anchor points. 
A small curvature always implies a large torsion and vice versa because the maxima 
of the κ(s) and τ(s) curves are at different positions: at the Cα (curvature) and between 
two neighboring Cα points at the peptide bond (torsion). The curve for the 3

10
‐helix 

has always the largest τ(s) values and the steepest descent because κ(s) and τ(s) 
become large because of the tight winding of this helix. The flattest curve is obtained 
for the π‐helix in line with its loose winding.

Right‐handed and left‐handed helices have differing curvature diagrams 
(Figure 3a and b), but the differences are not significant. It is more meaningful to 
investigate the torsion diagram τ(s) (lower half of Figure 3b), which reveals that a 
change in chirality leads to a change in sign. For a right‐handed helix, torsion 
values are positive whereas they are negative for a left‐handed helix: −0.17/−0.08 Å−1 
(α‐(L)‐helix) and −0.29/−0.11 Å−1 (3

10
‐(L)‐helix), respectively (see Figure 3a and b 

and Table 1, upper half).
Ideal β‐strands are regular pleats of the protein backbone, rotated along the 

strand axis where the majority of β‐strands are twisted in a right‐handed fashion. 
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Figure 4  The torsion τ is given at 20 points between two consecutive Cα anchor points 
of the helix backbone in dependence of the corresponding curvature values κ for an ideal  
3

10
‐helix, an ideal α‐helix, and an ideal π‐helix (see text).
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384� METHODS FOR A RAPID AND AUTOMATED DESCRIPTION OF PROTEINS

This is reflected in the typical patterns of the κ(s) and τ(s) diagrams for the ideal β‐
strand (Figures 3c). A β‐strand can be considered as the sterically stable conforma-
tion of a helix that has two amino acids per turn. The Cα atoms are at the positions of 
a strong curving of the backbone line (high κ(s) values) but do not contribute much 
to the overall rise of the strand (t ( )s » 0), whereas the region between the Cα atoms 
is relatively straight (k ( )s » 0) but responsible for stretching of the strand. The 
turning of the spline is left‐handed resulting in the strong negative torsion minima, 
which are easily identified in the structure spectrum of a protein. Though the curva-
ture signals of the ideal β‐strand and that of the α‐helix look similar, it should 
be noted  that the shape and height of the β‐peaks are different. The height, given 
by  the difference between the maximum and minimum of each curvature peak, is 
0.72 − 0.04 = 0.68 Å−1, whereas for the α‐helix it is just 0.55 − 0.31 = 0.24 Å−1.

The structure diagrams of the ideal helices are contrasted with those of some real 
SSUs taken from proteins of the PDB (Figure 3d and e). The first structure belongs 
to region N51 to K63 in aspartate aminotransferase (7AAT)87 and reveals variations 
in the curvature and torsion maxima that indicate deformations of the helix. The  
β‐strand from region T17 to K23 in superoxide dismutase (2SOD)88 shows even more 
fluctuations in curvature and torsion than the ideal structure in Figure 3c. In both 
cases, the ends of the structures are not as perfect as their ideal counterparts, which 
is a result of the mutual perturbation at the interface between neighboring SSUs. 
These examples emphasize that the curvature and torsion patterns are sensitive to any 
deformation of a real SSU. In addition, they make it possible to exactly describe 
entries and exits to these units, which opens up various prospects for an automated 
secondary structure recognition with the help of Frenet coordinates. In this connec-
tion, it becomes also obvious that for the κ(s)‐diagrams the differences can only be 
given on the basis of a quantitative analysis, which seems to indicate that the torsion 
is more important and easier to analyze quantity than the curvature of the backbone.

The APSA method has been applied to a test set of 2017 proteins (Table 1, lower 
part).86 The various residues in the protein backbone can be appropriately determined 
as part of a helix, β‐strand, or random coil by defining lower and an upper limits of 
κ(s) and τ(s) values in the form of a k t-  window (see the following section) for each 
specific secondary structure.

IDENTIFICATION OF HELICES, STRANDS, AND COILS

Literature is replete with comparisons of the results of various secondary structure 
assignment methods. It has been shown that automated methods such as DSSP,8 
DEFINE,24 and P‐curve25 agree in only 63% of residues among helices, β‐strands, 
and nonregular structures.89 More recent investigations get to an agreement of 
76–85%25,27 where these numbers depend on the nature of the assignment method, 
which might be H‐bonding or geometry based, fine or coarse grained, or depending 
on other features of secondary structure. For example, it has been reported that 
β‑strands show greater disparity owing to differing definitions. An automated assign-
ment based on structure comparison involving STRIDE,23 DSSP,8 and the PDB12 
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IDENTIFICATION OF HELICES, STRANDS, AND COILS� 385

using fuzzy logic90 revealed that the middle regions of helices show maximum 
agreement whereas the ends are the disputed regions. In the wake of these problems 
of structure assignment, it is useful to derive clear definitions of ideal and real helices 
or strands. In the first case, one can utilize the ideal ϕ, ψ angles published in the lit-
erature, convert them to Frenet coordinates with the help of ideal polyalanines, and 
then use the Frenet coordinates (Table 1, upper half) to identify ideal SSUs in pro-
teins as discussed earlier.

Certainly, one cannot expect that a real SSU of a protein possesses the Frenet 
coordinates of an ideal polyalanine. The mean values calculated for 73,221 SSUs 
with 510,525 residues deviate from these ideal values slightly (Table 1, lower half). 
The structural spectra of the majority of protein SSUs reveal a fluctuation in curva-
ture and torsion values that distinguishes real protein SSUs from ideal ones. These 
fluctuations are the result of many factors (differences in H‐bonding, side chain inter-
actions, environmental influences, etc.) and cause the variation in the Frenet coordi-
nates obtained. The standard deviation of the normal distribution of curvature and 
torsion values at their maxima and minima has been used to determine a range of 
values that is typical of regular SSUs and separates them from irregular units with 
strong conformational distortions such as pronounced bends, kinks, and so on.74,75 It 
is useful to contrast the definition of an ideal SSU with that of a real SSU with regular 
structure (in short regular SSU) for which the fluctuations in curvature and torsion do 
not exceed ±s  where σ is the standard deviation of the normal distribution of the 
Frenet coordinates calculated for 2017 proteins (Table 1, lower half).

For the test set of 2017 proteins,86 the total number of helices, strands, and random 
coils utilizing Frenet coordinates were identified and, among them, the number of 
helices and strands with regular structures determined. In Table 2, these numbers are 
compared where the H‐bonding‐based method DSSP8 applied to the same set of 2017 
proteins was used as a reference.

Difference Between Geometry‐Based and H‐Bond‐Based Methods

The analysis based on Frenet coordinates led to 73,221 SSUs compared to 75,038 
SSUs identified by DSSP for 2017 proteins,86 that is, the number of SSUs differed by 
1817 or 2.5 % (the number of residues of helices and strands differed by 14,631 or 
5.1%). The largest difference results from the number of random coils (APSA − DSSP: 
−1745) and the smallest from the number of β‐strands (+1054; difference for helices: 
−1126) indicating that the sum of different SSUs is actually larger (3925 or 5.2%). 
One reason why less helices were found with the APSA method than with DSSP 
(difference: −1126) is that the helices identified by APSA are on the average longer, 
possessing 11.65 residues per helix, whereas DSSP helices had on the average only 
10.54 residues. Similar observations could be made for strands (5.54 residues for 
APSA compared to 5.37 residues for DSSP) but opposite in the situation of random 
coils (5.80 residues for APSA compared to 5.92 residues with DSSP). APSA recog-
nized more residues as helices or strands. Because the total number of residues ana-
lyzed by DSSP and APSA is the same (510,525; actually DSSP excluded 20 terminal 
residues from the analysis and counted only 510,505 residues; Table 2), the different 
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number of SSUs results from characteristic differences in how a geometrically based 
method (APSA) and an H‐bond‐based method (DSSP) identify an SSU:

1.	 H‐bonding‐based methods have to cope with a number of problems resulting 
from irregularities of the SSUs of a protein: Any distorted residue can mix up 
the i + n H‐bonding pattern (n = 3: 3

10
‐; n = 4: α‐; n = 5: π‐helix). In addition, 

there are bifurcated and trifurcated H‐bonds, which make the identification of 
a helix type even more complicated. Even if methods are applied that assign 
H‐bonding to certain regularities in the preceding part of an SSU, a similar 
dilemma results at the break points of a helix. A geometry‐based method using 
Frenet coordinates such as APSA does not suffer from these shortcomings and 
provides well‐defined boundaries between SSUs as given by the torsion dia-
gram. The helices identified by APSA are longer and their assignment is closer 
to that of a crystallographer, whereas an H‐bonding‐based method such as 
DSSP is more conservative to set the boundaries of an SSU, thus leading to 
shorter helices.

2.	 Frequently, a single winding of an α‐helix or just a few residues can switch 
from the i + 4 pattern to the i + 3‐ or i + 5 pattern of a 3

10
‐ or π‐helix. APSA will 

identify these changes but will also recognize that this is still one helix. 
Contrarily, DSSP will count multiple helices rather than just one. Accordingly, 
the number of helices identified by APSA is smaller, whereas the length of the 
identified helices is on the average longer. This also has consequences for 
the identification of the helix type. It is reasonable to speak of an α‐, 3

10
‐, or 

π‐helix if the character of a given helix is predominated by the properties of 
this kind of helix. Consequently, the numbers of 3

10
‐ or π‐helices identified by 

APSA are reduced significantly compared to those of DSSP. However, this 
leads to a more realistic and consistent account of the protein structure.

3.	 H‐bonding‐based methods such as DSSP will identify a strand only if it pairs 
with other strands via H‐bonding in the fashion of a parallel or antiparallel  
β‐sheet. DSSP searches for residue pairs connecting the strands by H‐bonding 
involving the carbonyl O and the NH groups. Frequently, distortions lead to the 
fact that H‐bonds are missing in the β‐sheet pattern. In a geometry‐based 
method such as APSA, both pairing of residues and their conformation are 
considered with a broad tolerance to imperfections as long as the torsion values 
indicate the existence of a β‐strand. Accordingly, the number of strands identi-
fied by APSA is significantly larger than those identified by DSSP. APSA iden-
tifies 77,575 residues to occur in 5177 unpaired strands, which are unable to be 
disclosed by DSSP.

4.	 H‐bonded methods (DSSP) identify more residues as part of random coils. 
Geometry‐based methods (APSA) find that the majority of these controversial 
residues actually belong to a helix or a strand according to their geometry and 
Frenet coordinates although they are not identifiable via H‐bonding patterns.

The difference between H‐bond‐based (DSSP) and geometry‐based structural 
analysis methods (APSA) is summarized in points 1–4. This does not imply that one 
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of these basically different description methods is superfluous: The combination of a 
geometrical method such as APSA and an H‐bond‐based method such as DSSP can 
actually be of advantage. This may be demonstrated for the case of the identification 
of α‐, 3

10
‐, and π‐helices. As long as ideal or regular helices have to be described, one 

can easily distinguish between the three types utilizing Frenet coordinates. With 
increasing irregularities, the Frenet coordinates of the different types of helices 
overlap. In this situation, one can combine, for example, APSA and DSSP to obtain 
more stringent criteria for separating the different helices.

Combination of Geometry‐Based and H‐Bond‐Based Methods

Following the strategy of combining geometry‐ and H‐bond‐based methods, one can 
identify with APSA all helices (Table 2, column APSA Total, first row) to make sure 
that their full length with all residues is recognized correctly. Then, one checks  
H‐bonding for these helices utilizing a procedure also employed by DSSP. The dom-
inant H‐bonding pattern (1‐3, 1‐4, or 1‐5) is finally taken as that which determines 
the dominant helix character. In this way, 14,608 SSUs can be identified according to 
their Frenet coordinates and H‐bonding as being α‐helices (i.e., 95% of the α‐DSSP 
helices; Table 2), 795 (58%) as being 3

10
‐helices, and 19 (70%) as being π‐helices. 

This means that of the 15,422 helices identified in total by APSA, 214 helices are not 
confirmed by DSSP. A simple check with APSA reveals that the majority of the 214 
helices are isolated one‐ or two‐turn helices (mostly with four to eight residues) that 
cannot be identified by DSSP.

Relevant in connection with the ongoing discussion of the appearance of 3
10

‐
helices in proteins91 is the large difference between APSA 3

10
‐helices (795; Table 2) 

and DSSP 3
10

‐helices (1377; Table 2). It is useful to recognize an SSU only as a 
helix when at least four residues are arranged in a turn with the typical Frenet coor-
dinates of the helix. If this criterion is reduced to three residues for 3

10
‐helices, 6191 

3
10

‐helices will be recognized by DSSP compared to 1174 3
10

‐helices by APSA. 
The major difference between these numbers results from the exclusion of pseudo 
3

10
‐helices interspersed in α‐helices by APSA but counted by DSSP. This is also the 

reason why APSA identifies just 19 of the 27 π‐helices as genuine (Table 2) because 
the other six are located within an α‐helix.

It is obvious from the aforementioned discussion and Table 2 that H‐bonding is 
only one descriptor that can be used for specifying the character of an SSU and it is 
neither necessary (especially at the start or end of an SSU) nor sufficient. However, 
any geometrically based analysis method such as APSA can benefit from H‐bonding 
information to better distinguish between the various types of helices.

Chirality of SSUs

The chirality of a helix or a strand is identified via the sign of their torsion values 
(Table 1, Figure 3a/b).61 In this way, one identifies a significant number of residues 
to possess left‐handed helix torsion. However, only few of them are arranged in 
sequence to provide a left‐handed helix (one α‐helix, two 3

10
‐helices; all of them with 
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just a single turn). Their Frenet coordinates differ from the ideal ones listed in Table 1 
only for the 3

10
‐helices (curvature: 0.29 and 0.78 (ideal) vs. 0.30 and 0.61 Å−1 (real); 

torsion: −0.29 and −0.11 vs. −0.23 and −0.11 Å−1), whereas the α‐helices have similar 
or identical values (curvature: 0.31 and 0.55 vs. 0.31 and 0.57 Å−1; torsion values: 
−0.17 and −0.08 vs. −0.18 and −0.09 Å−1). There are 8456 strands with 18,465 resi-
dues among 73,221 SSUs that APSA identifies as being left‐handed. These strands 
are usually short with an average of 2.2 residues. The number of left‐handed strands 
with three or more residues is 1269 (4091 residues).

What Is a Regular SSU?

The values given in the lower half of Table 1 serve as the basis for determining reg-
ular SSU structures. The mean values of the normal distributions of Frenet coordi-
nates are close to the ideal values (Table 1). Exceptions can be found for the curvature 
and torsion maxima of the strands, which possess relatively large standard deviations 
(Table 1). The ϕ, ψ‐angles corresponding to the mean Frenet coordinates are −118 
and 135°, thus confirming the strong variation in the strand conformations.

A regular helix structure is given when at least three or four residues in sequence 
possess Frenet coordinates that are all in one of the ranges specified in Table 2. This 
definition considers SSUs with smaller fluctuations in a helix or strand still as reg-
ular, whereas larger distortions lead to an irregular SSU. According to the values 
given in Table 2, 75% of the helices and 82% of the strands are regular and the rest 
are irregular according to the definitions given earlier. Furthermore, it becomes 
apparent that an SSU with a regular conformation possesses a shorter average length: 
There will be a decrease from 10.5 to 7.2 residues for helices and from 5.5 to 3.3 
residues for strands if just regular forms are considered (see the number of regular 
residues in Table  2). According to APSA, irregular helices and strands have an 
average length of 13.8 and 7.5 residues, respectively. Most of the irregular helices 
and strands are split by DSSP (change in H‐bonding) in two or more SSUs although 
there is no geometrical necessity for this.

Among the helices, more α‐helices are regular (79%) compared to 3
10

‐ (only 28%) 
and π‐helices (58%; Table 2). As mentioned before, many 3

10
‐helices are mixed with 

α‐helices, and therefore their terminal residues are distorted leading to a reduction in 
length. This implies that many of the one‐turn 3

10
‐helices are irregular in view of the 

length criteria set up in APSA (at least three or four residues are required for a helix).
The strands participating in a β‐sheet are not as rigid as helices. This was already 

discussed in early literature, indirectly, in terms of the inconsistency encountered 
when calculating and modeling H‐bonds in β‐ladders.37 The distortion of β‐strands 
from ideal structure can be made visible by the superposition of one distorted 
example on an ideal structure as shown for 2POR92 in Figure 5a. 2POR is a porin 
with the β‐barrel architecture having 16 β‐strands with roughly 46% of the residues 
being ideal. The backbone of a DSSP assigned β‐strand from W19 to G33 is an 
example of a deviation from the ideal structure as a result of an overall curving of the 
strand and a simultaneous rotation of the backbone (as seen from the staggering of 
the red carbonyl oxygen atoms). The κ(s) and τ(s) diagrams (Figure 5b and c) reveal 
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Figure 5  (a) A ball‐and‐stick representation of the backbone region W19 to G33 in 2POR 
(a porin92), which deviates from a strictly ideal β‐strand. The position of the carbonyl oxygen 
indicates torsion of the backbone besides significant backbone curvature. (b) Curvature and (c) 
torsion diagrams, κ(s) and τ(s), quantify deviations from the ideal β‐strand.
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these differences clearly (e.g., changes from left to right, back to left, then to right, 
and finally a left‐handed torsion of the strand accompanied by varying curving) and 
provide a basis for discussing distortions without the need of a 3D comparison (as 
done in Figure 5a).

A CLOSER LOOK AT HELICES: DISTINCTION BETWEEN 
α‐ AND 310‐HELICES

Figure 6 shows the Ramachandran plot obtained from the test set of 2017 proteins 
consisting of about half a million (510,525) residues.86 It gives the distribution of 
SSUs (helices and strands) in terms of the backbone angles ϕ and ψ. Using the ideal 
values of the SSUs shown in Table 1, one can identify the region of right‐handed 
helices (the high‐point‐density region in the lower left quadrant) and the strand 
region (upper left quadrant), which contains also the collagen helix at {ϕ, ψ} = {−66, 
158}93 or the polyproline I and II helices at {−75, 150} and {−75, 160}, respec-
tively.94 Of course, these helices are more extended than a conventional helix. Finally, 
there are regions with opposite chirality: left‐handed helices (right side from 
−10 < ψ < 50°) and left‐handed strands (lower right quadrant) where the latter have a 
low density. Of course, there are many coils of different form interspersed.

Although the helix region in the lower left quadrant has a high‐density core, real 
helices with many types of distortions cover an extended region with densities from 
500 (black) to 10 (light‐green) samples per ϕ, ψ location. The most populated ϕ, ψ 
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Figure 6  Conventional Ramachandran plot given in terms of the backbone angles ϕ and 
ψ (in degree) for all residues from a set of 2017 proteins.86 (See insert for color representation 
of the figure.)
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locations are at −63.1°, −41.8° for the right‐handed helices and −118.1°, 135.1° for 
the β‐strands. These positions differ from the ideal values for the SSUs at −57°, −47° 
(α‐helix) and −139°, 135° (right‐handed strands) by 6–20° indicating a larger varia-
tion in the strands than in the helices.

Problematic is that in the region between helices and strands, there is no strict 
boundary or separation zone. On the contrary, there is smooth transition from helices 
to strands given by a region of low density (Figure 6). For a distorted helix (strand) 
structure, residues may have coil, helix, or strand properties, which is common when 
utilizing an atomistic description of the protein backbone based on ϕ and ψ. The 
right‐handed helices are in an elliptically stretched out region given by 40 < ϕ < 130°, 
−25 < ψ < 70°, which suggests a larger deviation from ideal values in these cases. The 
left‐handed strands can be found in low density in a region 145 < ϕ < 180°, 
−180 < ψ < −90°, where of course most of the ϕ, ψ values may relate to coils.

Figure 7 illustrates the curvature–torsion analogue of a Ramachandran plot (which 
may be dubbed a Ramachandran–Frenet plot) obtained from the sample set of 2017 
proteins and half a million residues.86 In this diagram, two major distribution regions 
can be identified: (i) In the upper half in a region with low positive torsion and low 
curvature, there is a high‐density region, which corresponds to right‐handed helices. 
(ii) In the lower half in a region with high negative torsion and somewhat higher cur-
vature, there are the extended structures (strands). Similar to the Ramachandran plot, 
the helix region is highly converged, whereas the extended structures cover a broad 
region with low density.
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Figure 7  Ramachandran–Frenet plot given in terms of curvature κ and torsion τ (both 
given in Å−1) for all residues from a set of 2017 proteins.86 (See insert for color representation 
of the figure.)
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The distinction between different helices is difficult, as is shown in Figures 8, 9, and 
10 as well as Table 3. The figures show distributions of curvature and torsion values 
where κ and τ are analyzed both at their maximum and minimum values: κ

base
 and κ

p
 

(maximum value positioned at Cα) as well as τα (base value at Cα) and τ
p
 (extreme value 

corresponding to a peak or trough of τ(s)). For the three secondary structures α‐helix, 
3

10
‐helix, and β‐strand (with the exception of the π‐helices for which only a few exam-

ples are found), the four distribution diagrams are given in the four subfigures. For all 
torsion and curvature values considered, α‐helices lead to the more narrow and higher 
peaks in line with the fact that there are more α‐ than 3

10
‐helices. All distributions are 

highly converged, that is, data points scatter only moderately.
The distribution functions for the peak values of the 3

10
‐helices are much wider, 

thus indicating much larger variation and a less regular shape for 3
10

‐ than α‐helices. 
This is also reflected by an increased number of examples deviating from the normal 
distribution fitted to all examples. However, the largest deviation obtained from the 
normal distributions is found for the β‐strands. The torsion trough given by τ

p
 has a 

small additional peak close to zero (t p > 0). This corresponds to isolated residues 
with helix structure within a β‐strand, often at its ends, thus reflecting the larger flex-
ibility of extended conformations.

By considering the positions and widths of the various peaks, it becomes obvious 
that the four normal distribution curves of curvature and torsion largely overlap in the 
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case of α‐ and 3
10

‐helices, that is, it is not possible to distinguish between them using 
their distribution ranges in the Ramachandran–Frenet plot, which is in line with what 
one finds for a conventional Ramachandran plot (see Figure  6). By using Frenet 
coordinates, it is possible to identify 3

10
‐helices easily with the help of nonlocal 

information (as it is always available when analyzing the structure of a protein); how-
ever, it is not possible to get a reliable answer if only information for a single residue 
is available, no matter what kind of coordinates are employed. Therefore, we will 
take a closer look at helices in the next subsection.

Typical Helix Distortions

In Figure 11, natural helices are compared with the ideal helix of Figure 11a. The 
body of the helix in 1U4G95 starting at leucine 135 (κ(s) and τ(s) diagrams of 
Figure 11b) deviates slightly from the ideal α‐helical values where these deviations 
are not large enough to present a special case of distortion.

Figure 11c displays a typical case of strong helix bending so that a kink results. 
The kink can be easily realized in the τ(s)‐diagram (at L89 of E80–G97 in the E chain 
of bovine heart cytochrome C oxidase (1V54)96), is confirmed by the ribbon repre-
sentation, but is difficult to identify using the κ(s)‐diagram alone. An even stronger 
kink shown in Figure 11e for cytochrome P450 (2CPP) can be recognized for both 
curvature and torsion diagram.

The analysis of helices is often confronted with the problem of ambiguous bound-
aries as the termini are different from the body. The Frenet coordinates identify these 
caps directly (see Figure 11f) and reveal how much the caps may differ from the body, 
even in subtle cases.61 Often a 3

10
‐conformation occurs at the end of a helix, thus pre-

venting an α‐helix from uncoiling and losing its orientation. A 3
10

‐helix occurring at 
the C‐terminus of an α‐helix can adopt an α

π
‐conformation with H‐bonding resem-

bling the α‐helix pattern and the tilted conformation resembling the π‐helices. For 
example, the region 8–17 of myoglobin (5MBN) has such an α

π
‐character, which is 

confirmed by the corresponding κ and τ patterns of Figure 11g. The transition from the 
3

10
‐helix into a β‐strand is shown in Figure 11h (D18–L37 of 1QTE.97 A well‐extended 

β‐strand can be viewed as a helix with two residues per turn, thus leading to higher 
curvature peaks than those of a 3

10
‐helix. This trend can be seen for 1QTE at the 

(positive) τ‐peaks corresponding to residues M28, L32, and D34.

Table 3  Characteristic Values of Curvature κ and Torsion τ Derived from Regular 
SSUs According to Calculated Normal Distributions for 2017 Proteinsa

Secondary Structure κ
base

κ
p

τα τ
p

α‐Helix 0.28 0.32 0.45 0.64 0.06 0.13 0.10 0.27
3

10
‐Helix 0.24 0.33 0.46 0.83 0.07 0.16 0 0.45

π‐Helix 0.21 0.33 0.14 0.73 −0.06 0.24 −0.28 0.52
β‐Strand 0 0.33 0.2 1.44 −0.18 0.05 −32 −0.4

a The left entry in a column corresponds to the curvature (torsion) value of the maximum of the normal 
distributions shown in Figures 8, 9, and 10, whereas the right entry gives the width of the normal distribu-
tion. For the function κ(s), the peak value κ

p
 at the position of Cα and the base (minimum) value κ

base
 bet-

ween two anchor atoms (at the peptide bond) are analyzed. For the function τ(s), τ
p
 corresponds to either the 

peak or the trough of the torsion at the peptide bond, whereas τα corresponds to the value at an anchor point.
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Level 2 of Coarse Graining: The Curved Vector Presentation of Helices

The representation of a helix as a curved backbone line provides detailed information 
on distortions, which at level 1 of coarse graining are largely local as they consider 
the interplay of maximally five residues (in case of π‐helices). The impact of the 
helix on the tertiary structure is not obtained in this way. The latter requires a higher 
level of coarse graining, which is based on the vector presentation of SSUs as dis-
cussed in the following.

A global feature of an ideal helix is its axis, which is defined as the axis of a cir-
cumscribed cylinder. This axis defines a vector pointing from the helix start to the 
helix end, thus indicating its position in the 3D structure of a protein. The presenta-
tion of the helix by a vector has been used in the literature for visualization pur-
poses,98 the investigation of protein structure,99 the description of helix packing,100–104 
and the similarity analysis of proteins.105,106 Any bending of the helix axis is usually 
ignored and the helix axis modeled by a linear vector107,108 although helix axes are 
often bent, twisted, or even kinked.83 Methods of describing linear helix axes and 
their associated axis vectors have been amply described.107–111

More sophisticated representations of the helix axis have to consider a possible 
bending or twisting of the helix axis.100 Various methods were published to provide a 
more realistic representations of the helix including (i) the local axis methods realized 
in HBEND,83,112 (ii) HELANAL,113–116 (iii) P‐CURVE,51 (iv) the QHELIX method117 
based on the algorithms published by Kahn,109,118 and (v) the MC‐HELAN algorithm.119

Guo, Kraka, and Cremer74 developed a method based on Frenet coordinates and a 
level 2 coarse graining, which absorbs all distortions of a helix into the presentation 
of the helix axis and thereby provides an accurate assessment of any irregularities of 
the axis without reverting to the level 1 coarse graining. This method, dubbed HAXIS, 
implies the following: (i) By using a suitable projection technique, all deviations 
from an ideal helix are reflected in the projected axis, which thus can adopt an irreg-
ular form characterized by bends, torsions, and kinks. (ii) The helix axis is smoothed 
by appropriate polynomial fitting. (iii) The form of the helix axis, that is, the degree 
of overall bending and twisting, is quantified in terms of Frenet coordinates. (iv) The 
overall length and direction of the helix axis are calculated as it changes from the 
start to the end.

The solution for problem 1 was found by using a mathematically stable procedure 
of calculating the helix axis piecewise. For this purpose, the unit vectors T

i
 and B

i
 of 

a Frenet frame are determined for each residue i of a helix. For a distorted helix, all 
unit vectors will point in different directions. A relationship between these direc-
tions is obtained by moving all unit vectors to a common origin. Then the endpoints 
of two consecutive vectors B

i
 and Bi+1 are separated by the distance bi i= -+B Bi1  

and the endpoints of T
i
 and Ti+1 by ti i i= -+T T1 . Guo, Kraka, and Cremer showed 

that Eq. [3] holds74

	

r

r

b

t
b

t

i

i

= 	 [3]

where r
b
 and r

t
 are the radii of the circles shown in Figure 12 as defined by anchor 

points i and i +1.
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Ti

Ti+2

Ti+4

AxisAxis

(a)

rt rb

O

Bi

Ti

Ai

(b)

Figure 12  (a) If the unit binormal vectors B
i
 of all anchor points of a helix are moved to a 

common origin O and the unit tangent vectors T
i
 to the same point, their endpoints lie on two 

circles on the surface of the circumscribed sphere with unit radius and origin O. (b) The vectors 
T

i
 and B

i
 lie on a slice through the sphere where the trace of the sphere is given as a unit circle 

and the diameters of the surface circles appear as secants of the unit circle. The parameters r
b
 

and r
t
 give the radius of binormal and tangent circle, respectively, and make it possible to cal-

culate the direction of the axis vector A
i
, which for an ideal helix is the same for all i. For a real 

helix, the surface circles are distorted and require for the calculation of a circle arc (i.e., the 
corresponding axis direction A

i
) the tangent–binormal pairs of residues i and i +1 (see text).74
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400� METHODS FOR A RAPID AND AUTOMATED DESCRIPTION OF PROTEINS

The local direction of the axis is given by an axis vector A
i
 according to Eq. [4]:

	 A B Ti i i= +r rt b 	 [4]

In this way, the calculation of A by cross products of the unit normal (curvature) 
vectors N

i
 and Ni+1 is avoided because this leads to computational instabilities, espe-

cially when subsequent curvature vectors point in similar directions.
Using Eqs. [3] and [4] for the m residues of a helix, the total axis is the result of 

m -1 individual axis vectors A
i
, which in the case of an ideal helix all point in the 

same direction whereas for a distorted helix both the scalar vector length a
i
 (i.e., the 

axial translation) and the direction differ. The axial translation a
i
 gives the shortest 

distance between two consecutive normals associated with the anchor points of the 
corresponding residues and accordingly provides a measure for the rise in the helix 
per residue i.

In Table 4, properties of ideal α, 3
10

‐, and π‐helices are listed determined by the 
HAXIS method.74 Axial translation a per residue, cylinder radius R, pitch p (rise 
along the axis for one helix turn), and phase angle γ per residue (angle between con-
secutive unit curvature vectors Ni and Ni 1+ ) are distinguishable for the three types of 
helices and reflect the tighter winding of a 3

10
‐helix and the looser winding of a 

π‑helix (Table 4). For each of the ideal helices, the axis is a straight line with zero 
curvature and zero torsion as well as having constant a, p, R, and γ values for each of 
the residues.

The HAXIS method was used to describe the properties of some selected exam-
ples of real helices in proteins (see Table 5).83,114,120–129 Based on level 2 coarse grain-
ing, the following properties are compared: (i) Curvature κ

av
 gives the average 

bending of the helix axis; (ii) the variation in the axis bending is determined by the 
curvature difference Δκ = k k(max) (min)-  where κ(max) and κ(min) measure the 
maximum and minimum bending of the axis; (iii) the description of the axis curva-
ture is complemented by the ratio h k kk = D / av; (iv) use of the radius of the osculating 
circle (associated with the curving of the helix axis) as given by C s s( ) / ( )=1 k  to 
simplify the comparison (s is the arclength of the curved helix axis and defines a 
position on the axis); and (v) parameters C

av
, C(max), C(min), DC C C= -(max) (min), 

and hC C C= D / av are also given. Because κ is measured in Å−1, C is always given in Å.
Guo, Kraka, and Cremer74 analyzed 11,761 helices with seven or more residues of 

which the helices listed in Table 5 constitute some representative examples.83,114,120–129 
The distribution of the κ

av
 values of the 11,761 helices is shown in the form of a bar 

Table 4  Geometrical Properties of Ideal Helices Using the Cylinder Description

Helix Translation a (Å) Radius R (Å) Angle γ (°)
Residues  
Per Turn Pitch p (Å) ϕ (°) ψ (°)

α 1.517 2.274 100.1 3.6 5.458 −57 −47a

3
10

1.955 1.868 121.5 3.0 5.793 −49 −26a

π 0.979 2.714 85.2 4.2 4.138 −57 −70b

aIdeal dihedral angles from Barlow and Thornton83 and bArmen and coworkers.84
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diagram in Figure 13. According to the HAXIS analysis, helices can be divided into 
three major groups:

1.	 Linear and quasilinear helices: They are characterized by C
av

 values larger 
than 100 Å (kav< 0.01 Å) as, for example, a C

av
 value of 333 in the case of 

1RIB120 (Table 5). About 18% (2155 helices) of the 11,761 helices investigated 
are (quasi)linear.74 According to Figure 13, these are predominantly long, reg-
ular helices with more than 13 residues, having a low value of the ratio hC £ 0 2.  
and displaying a small variation in the axial translation per residue (values a

i
) 

and the pitch values p.

2.	 Moderately bent helices: They have C
av

 values between 30 and 100 Å 
(0 01 0 03. .£ £kav  Å−1) and represent the majority of all helices (about 54% or 
6321 helices). In this group, helices have an average length of 12.7 residues 
(but as many as 33 residues are possible).

3.	 Strongly bent helices: Their C
av

 values are smaller than 30 Å (kav ³ 0 03.  Å−1). 
Typically, these are short helices with an average length of 10.4 residues 
(mostly 7–11 residues). The bending of the axis is irregular. They represent the 
second largest group of all helices with 3285 helices corresponding to 28%.

The regularity descriptors ηκ or η
C
 seldom correlate with the curving and twisting 

of the helix axis because large curvature (torsion) also implies large irregularities. 
However, there is a relationship between relatively long, (quasi)linear, or moderately 
bent helices, which mostly show high regularity as reflected by hC £ 0 15. . About 
50% (5889) of all helices were found in this group.74 The group of helices with 
moderate irregularities (0 15 0 35. .< <hC ) comprised only 24% (2857) of all helices 
and involved both moderately and strongly bent helices. Helices with low regularity 
(hC ³ 0 35. ) were found among the short and strongly curved helices (26% 
corresponding to 3015 helices).

Noteworthy is a significant torsion of the helix axis, which can adopt τ values as 
large as 0.08 Å−1 (corresponding to a torsion radius of 12.5 Å). The average torsion τ

av
 

of the helix axis revealed that the majority of bent helices are also twisted: More than 
90% of the helix axes possess a significant torsion value. About 20% of them have 
low torsion values (t av < 0 04.  Å−1), 60% have values 0 04 0 28. .< <t av  Å−1, and 20% 
have values t av > 0 28.  Å−1, that is, high torsion. Only 9% of all helices were found to 
have an axis that bends in a plane (t av < 0 01.  Å−1). Hence, a realistic presentation of 
helices at level 2 coarse graining requires arrows that are curved and twisted.

Identification of Kinked Helices

Helices with kinks are frequent in transmembrane proteins.130,131 Any identification 
of a helix kink based exclusively on H‐bonding is often impossible because it requires 
a detailed analysis of the helix geometry.119 Therefore, Guo, Kraka, and Cremer74 
identified helix kinking utilizing Frenet coordinates to assess the global and local 
shape of the helix via its axis. According to their investigation, helix kinking is given 
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Figure 13  Average axis curvature κ
av

 in Å−1 of protein helices in dependence of the helix 
length (i.e., number of residues) given (a) as general distribution in the form of a 3D bar dia-
gram and (b) in a detailed 2D distribution diagram. The curvature of the helix axis is deter-
mined after fitting all axis directions with a third‐order polynomial. Only helices with 7 or 
more residues are considered.74
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when C
av

 is about 40 or less (moderate to strong bending) and complemented by an 
irregularity descriptor η

C
 larger than 0.35. In this way, the kinked helices of Table 5 

are identified.
Kinking splits a helix into two helices and thereby affects the helix count. Also, a 

kinked helix has a different function in the protein structure than a normal helix and 
indicates a strong internal force.119,132–134 Therefore, the reliable identification of 
kinked helices is one of the objectives of protein structure analysis.119,132

Methods such as HELANAL113–115 and HBEND83 assume a regular bending of the 
helix axis taking place in a plane (any torsion of the axis is assumed to be negligible), 
and therefore they lead to oversimplified descriptions resulting in a misleading 
classification of the helix shape. Accordingly, they also miss some of the kinked 
helices (see starred Comp. C values in Table 5).

Guo, Kraka, and Cremer74 suggested two complementary methods to describe 
helix kinking by graphical means. The first is a local description via the axial trans-
lation parameters a

i
 as illustrated in Figure 14 for a part of lysin (PDB id: 1LIS) 

(from residue 5 to residue 133).129 For ideal helices, the a‐parameter is always below 
2 Å (Table 4). Accordingly, 5 helices can be identified in Figure 14 (helix 1: residues 
13–37; helix 2: 44–74; helix 3: 82–95; helix 4: 99–107; helix 5: 116–123). These are 
separated by six coils, which typically have values of a > 2 Å. As demonstrated by 
the example in Figure 14, the a‐parameters can be used to determine the start and the 
end of a helix and to describe coils.

In the center of helix 2, shown in Figure 14, a single a value of 3.16 Å associated 
with residue 61 of 1LIS denotes the presence of a kink (see also Table 5). Table 6 lists 
typical axial translation parameter a

i
 at a kink, which is unusually long between the 

Helix 1 Helix 2 Helix 3 h 4 h 5

Coil 1 Coil 2

Coil 3

Coil 4

Coil 5

Coil 6
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Figure 14  Representation of the axial translation parameter a
i
 for protein 1LIS129 as a 

function of the residue number.74 Five helices (h) and six coils can be identified (dashed lines 
give start and end of helix). Residue 61 in helix 2 gives the position of a kink. For the 
identification of residues in helix 2, compare with Figure 15.
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two residues positioned directly at the kink, thus reflecting the extra‐strong bending 
of the helix axis.

Guo, Kraka, and Cremer74 suggested using the curvature diagram of the spline‐fitted 
helix axis as a second method of identifying the kinks of a helix, thus developing 
an  idea originally based on the work of Ranganathan and coworkers.61 By deter-
mining curvature and torsion of a helix axis, the kinking, which always involves 
more than one helix residue, can be determined accurately. This is demonstrated by 
the curvature diagram of the axis of helix 2 in 1LIS shown in Figure 15. Four large 
curvature peaks arranged in two doublets are found for T60, H61, W62, and A63, 
thus confirming that a helix kink involves at least the two neighboring residues on 
each side of the kink. Since the curvature of the axis line depends on the second 
derivative with regard to the arclength s

,
143 it is more sensitive to kinking than the 

axial translation parameter a
i
 (Figures 14 and 15). In this way, a kinking of the helix 

is accurately identified, as is shown in Table 6 for some typical examples.135–142

The analysis of a curved helix axis can reveal whether a helix is strongly bent. 
Kinking is characterized by at least one curvature peak of the quadruple configura-
tion being larger than 1.0 Å−1.74 In this way, 708 kinked helices of a total of 11,761 
helices investigated were identified by Guo, Kraka, and Cremer, thus suggesting that 
on the average 6.0% of all helices are kinked and an additional 4.8% (564 helices) are 
strongly curved (0.6–1.0 Å−1). Another 5.8% (677 helices) reveal small local irregu-
larities with peak values of 0.4–0.6 Å−1. Other methods114,119 fail to provide accurate 
numbers on the percentage of kinked helices as an accurate description of the helix 
shape is needed to detect all kinked helices and to distinguish them from strongly 
bent helices.

Figure 16a shows that 44% of the kinked helices have curvature peaks of 1–1.5 Å−1, 
19% are in the range of 1.5–2 Å−1, and 37% exceed 2 Å−1 where the number of helices 

Table 6  Identification of Kink Position Using the Maximal Axial Translation 
Parameter a(max) and the Maximum Curvature Value of the Spline‐Fitted Helix Axis74

Protein (PDB) Residues a(max) (Å) Kink Positiona Residues Involved in Kinkb

LIS 44–74 3.16 61 60–63
MBD 82–94 2.58 86 85–88
ECA 52–72 2.19 63 62–65
A6M 83–95 2.66 86 85–88
A8H 379–396 2.44 386, 391 385–388, 390–393
AK0 236–263 2.94 241 240–243
AH7 206–242 2.93 216 215–218
ADE 183–199 3.22 193 192–195
B8O 257–280 3.05 266 267–269
C3D 20–37 2.43 25 24–27

1LIS: lysin129; 1MBD: oxymyoglobin121; 1ECA: erythrocruorin135; 1A6M: myoglobin136; 1A8H: Thermus 
thermophilus methionyl‐tRNA synthetase137; 1AKO: p1 nuclease138; AH7: phospholipase C139;  
1ADE: adenylosuccinate synthetase140; 1B8O: purine nucleoside phosphorylase141; 1C3D: human C3d.142

a According to a(max) values.
b According to curvature values.
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with stronger kinks decreases exponentially. In about one third of all cases, the kink 
is near the end of the helix, that is, one turn from the end. Helices with a kink are 
normally short (8–16 residues; Figure 16b). This observation directly relates to the 
fact that long helices prefer a linear or quasilinear structure. Short helices are less 
stable and respond to forces exerted on the helix backbone first by bending and then 
by kinking.

ANALYSIS OF TURNS

The analysis of SSUs such as helices and strands is straightforward with geometry‐
based methods like APSA. However, turns are more variable and, despite several 
attempts to describe them,29,144 remain elusive to any form of strict classification. 
Note that the term loop refers to the irregular regions of a protein not recognized as 
turns by the respective classification system used for structure description. These 
regions comprise about 50% of a protein.29 Turns have been considered in the litera-
ture29 as a combination of helical and extended geometries. Given that protein struc-
tures are reliably described in both ideal and real forms by a level 1 coarse‐grained 
method based on Frenet coordinates, the description of turns in terms of curvature 
κ(s) and torsion τ(s) is straightforward.

Examples of a type I145 and a type II turn146 are shown in Figure 17. The first 
example is taken from ubiquitin (1UBQ, residues 18–21; darker shading, Figure 17a). 
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Figure 15  Curvature diagram of the spline‐fitted axis of helix 2 in 1LIS.129 Bending as 
well as kinking involves always several residues: T60 to A63 for the kink in 1LIS. Note that at 
the ends of the helix the transition to a coil or turn causes an increase in the curvature.74
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In the κ(s) and τ(s) diagrams of this region, the peaks of the amino acids of the turn 
are highlighted in bold. The pattern of the turn is not a regular repeating SSU; how-
ever, the helical τ‐peak at proline 19 and the β‐like τ‐peaks at E18, S20, and D21 are 
recognizable. It is evident from the backbone representation that the P19 is mainly 
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Figure 16  Number of kinked helices in percent given in dependence of (a) average 
curvature values larger than 1 Å−1 and (b) the helix length given in terms of the number of 
residues.74
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408� METHODS FOR A RAPID AND AUTOMATED DESCRIPTION OF PROTEINS

responsible for the turning of the backbone and that the backbone part going “down-
ward” (inset picture of Figure 17a) raises a little at S20 before it starts going down 
again corresponding to the sign changes in the torsion. The turn occurs between a 
regular β‐strand to the left and a regular α‐helix to the right (Figure 17a). Similarly, 
in Figure 17b, the type II turn from amino acid V109 to G111 (protein: carbonic an-
hydrase form B (2CAB)146) occurs mainly at the aspartate residue at D110 where the 
torsion peak is helical. In contrast to the turn example in Figure 17a, the helix is 
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Figure 17  Calculated κ(s) and τ(s) diagrams of (a) a type I turn as occurring in ubiquitin 
(1UBQ)145 region E18–D21 and (b) a type II turn from carbonic anhydrase form B (2CAB)146 
region V109–V112. Insets: the backbone is darkened in the turn regions.
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left‐handed as shown by the negative torsion peak at G111 and by the direction of the 
turn in the backbone picture. Two turn regions (both darkened) can be recognized in 
the inset of Figure 17b, and the part of the τ(s) diagram preceding the V109–G111 
turn reveals neither helix nor strand pattern. From the κ(s) and τ(s) diagrams, it can 
be seen that the type II turn is followed by a β‐strand distorted in the beginning.

Due to the fact that the κ(s) and τ(s) diagrams of the type shown in Figure 17 are 
detailed and contain all the conformational information needed, similarity between 
proteins or parts of proteins in 3D can be assessed easily. To address this issue, six 
segments from the proteins 1JZB (variant 2 scorpion toxin147), 2PAB chains A and B 
(prealbumin97), 2TPI (trypsinogen148), 5PTI (bovine pancreatic trypsin inhibitor149), 
and 7RXN (rubredoxin150), known to contain the same turn, were analyzed. The κ(s) 
and τ(s) diagrams of these segments cut out of the respective proteins are shown in 
Figure 18 with a representative backbone rendering from 5PTI (inset of Figure 18). 
The κ(s) and τ(s) diagrams of the turn regions are similar in all proteins qualitatively 
and, to a large extent, even quantitatively.

Of the seven residues shown in each turn of Figure 18, the first is always β‐like 
and extends up to the Cα point of the second residue (see κ(s) diagram), after which 
it turns helical as seen from the high minima (and short peak height) of κ(s) and the 
helix‐like shape of the τ(s) peak. This shape continues through the following residues 
up to the Cα of the fourth. The fifth and sixth residues are again extended but pointing 
up and down as shown by the backbone rendering and by the τ(s) sign changes. The 
Cα atom of the fifth residue (a glycine in all cases shown) is at the point of a sharp 
change in backbone orientation as shown by the strong k ( ) .s >1 4 and by the τ(s) 
changing sign from strongly negative to high positive values. The turn is mostly 
right‐handed as revealed by the positive torsion values in the helical region (residues 
2 and 3; Figure 18).

In summary, the characterization of protein structure in terms of Frenet coordi-
nates is not limited to regularly wound SSUs but can be applied in general. This is the 
basis for a more general and simplified description of protein structure.

INTRODUCTION OF A STRUCTURAL ALPHABET

Chemists have invented an elaborate vocabulary to describe the 3D shape of mole-
cules and how this shape is changed. These terms establish the language of confor-
mational analysis and help chemists to quickly inform each other about the 
conformation of molecules without reverting to computer‐generated 3D images or 
solid ball‐and‐stick models of molecules. The usefulness and applicability of the 
conformational language has its limits. In the case of biomolecules, especially pro-
teins, the manifoldness of possible 3D forms is so huge and the interconversion so 
complex that without efficient computer representations of biomolecules an under-
standing of their conformation and 3D shape is hardly possible.

Extending the language of conformational analysis to proteins requires the intro-
duction of a suitable conformational alphabet, which here is based on elementary 
structural features, thus enabling a simplification of the description of protein structure 
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Figure 18  Similar turn regions have similar κ(s) and τ(s) patterns. The κ(s) (above) and 
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The inset gives the turn region for the backbone rendering of protein 5PTI.
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while guaranteeing at the same time that the huge variety in protein structure is repre-
sented correctly. This is accomplished by following a three‐step strategy:

Step 1: The structural features of a protein structure are reduced to those of the 
protein backbone, which is presented in a coarse‐grained form (level 1) prop-
erly spline fitted to a smooth line in 3D space.

Step 2: The geometrical features of the 3D protein backbone are described in 
terms of the Frenet coordinates of the APSA method.61 This leads to the struc-
tural diagrams κ(s) and τ(s) that can be considered as a projection of protein 
structure from 3D to 2D space. Special features of the 2D structural diagrams 
can be associated with the SSUs of a protein.

Step 3: Typical curvature–torsion features are expressed in a 24‐letter code, which 
simplifies the identification of these features. In this way, the 2D structural dia-
grams can be converted into a 1D string of structural letters that represent the 
3D structure of a protein.

The advantages of a structural alphabet become immediately obvious. A 1D code 
of protein structure provides the basis for a rapid description and comparison of 105 
proteins using moderate computational facilities. Some of the holy grails of protein 
chemistry can be systematically pursued in this way. For example, protein similarity 
and protein folding can be described quantitatively, thus leading to a better under-
standing of protein structure. The elementary question of ab initio methods79,151,152 in 
computational protein chemistry can be tackled: How does one obtain the 3D struc-
tures of millions of sequenced proteins from their 1D sequence without employing 
time‐consuming X‐ray diffraction or NMR‐based structural analyses? Clearly, if all 
proteins stored in the PDB are converted into their 1D codes and the relationship bet-
ween residue sequences and structural 1D codes is statistically analyzed, the dis-
covery of structural rules would be accelerated.

A 1D letter code of a protein can be improved upon by including both geometrical 
and H‐bond information, the simple letter code of a protein can be arranged in words 
(corresponding to SSUs), and words can be combined into phrases of increasing 
complexity (corresponding to supersecondary structures, motifs, folds, families, 
domains, etc.) until finally complete sentences corresponding to the tertiary structure 
of a protein result. Hence, a suitable 1D letter code can improve computational tech-
niques such as homology modeling,153–155 threading,156–158 or ab initio prediction 
methods159,160 in general.

Now that steps 1 and 2 have been sketched in the previous sections, we show in 
the following the derivation of a 24‐letter code suitable for the description of protein 
structure.

Derivation of a Protein Structure Code

A geometry‐based description of the protein structure in terms of Frenet coordinates 
is suitable for developing a structural code. Of the two Frenet coordinates curvature 
and torsion, the latter turns out to be more sensitive to conformational changes than 
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the curvature, thus making it easy to keep track of any structure variation taking place 
along the protein backbone. This is a direct consequence of the fact that the curvature 
κ is a second derivative quantity of the backbone line, whereas the torsion τ is a third 
derivative quantity and therefore more nonlocal than κ.

The curvature measures the rate of change of the tangent (the direction) of the 
spline‐fitted backbone whereas the torsion measures the rate of change of the oscu-
lating plane, that is, the changes of both the curvature and the tangent vector are 
registered by the torsion, which justifies considering the torsion as a “3D curvature.” 
Accordingly, SSUs are more easily identified with the help of the torsion than with 
the curvature diagrams. Helices, strands, and other SSUs possess 3D rather than 2D 
structures. Therefore, the torsion τ is more effective than is the curvature κ when 
describing protein structure.

The torsion parameter has the additional advantage of identifying the chirality of 
any helical or (twisted) ribbonlike structure (positive τ values: right‐handed twist; 
negative τ values: left‐handed twist). Hence, the torsion parameter is well suited for 
deriving a structural code. For this purpose, the continuous τ(s)‐diagrams are 
replaced by a (continuous) sequence of τ‐windows where each window is associated 
with a residue (given by its Cα position) and represented by a letter. This is possible 
because each residue of the protein backbone leads to a τ‐peak, τ‐trough, or τ‐base 
value. Each window includes information that identifies each peak, trough, or base 
in a τ‐diagram. These are the values τα and τ

p
 (in the region up to the next Cα atom) 

where the latter corresponds to the height (depth) of the τ‐peak (trough) located in 
this region.

The ratio τ
p
/τα can become very large because the base value of ta  is often in the 

range 0.02–0.1. So, it is more appropriate to compare τα and log(τ
p
). When the two 

torsion values deviate significantly from one another, both sets of information help 
differentiating between different windows and, by this, different conformations.75 An 
interesting alternative exists, which does not use τ

p
 because of the problems arising 

when comparing it with τα. Instead of τ
p
, the angle γ is used. This is the angle between 

two consecutive binormal unit vectors B
i
 and Bi+1 at the anchor points of residues i 

and i +1 (see Figure 2).
Changes in the osculating plane and thereby changes in the torsion are reflected 

by changes in the binormal vector B. The derivative d ds sB N B/ /= - »t D D . However, 
if the Δs is too large, an average τ value (τ

av
) that scales the length of the curvature 

vector N has to be considered. Angle γ measures the change in the B direction and by 
this also the change in the osculating plane thus providing another information on τ. 
Angle γ can adopt angles between −180 and +180° and its sign provides chirality 
information, which is identical to that given by the torsion τ. Accordingly, only the 
sign combinations +,+ and −,− are possible (combinations +,− and −,+ are forbidden) 
in a γ, τ‐coordinate system based on the whole range of possible γ values. For the 
purpose of simplifying the situation, the absolute value of γ is used so that the sign of 
τ alone determines the chirality.

In Figure 19, the τα–γ coordinate system defined in the way described is used to 
identify the position of the residues of 33 proteins (the first 31 of the 201786 plus 
1UBQ and 1A70) in terms of their structural properties expressed directly or 
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indirectly via their Frenet coordinates.86 The horizontal axis is chosen to be that of γ. 
Because γ is an angle, only values in the range - £ £180 180º ºg  are possible, which 
limits the available 2D space. The vertical axis is taken as the ±t ‐direction. By nor-
malizing the ±g  distance on the horizontal axis and the largest ±t  span to ±1, all τα, γ 
data points of 33 proteins are found (with only a few exceptions) in the circle area 
indicated by the bold circumference. The distribution of γ,τα points is similar when 
2017 proteins leading to half a million residue conformations are used to generate 
Figure 19.

By using the 2D coordinate system of Figure 19, two important properties can be 
described: torsion and chirality of the protein backbone at the position of each residue 
where the latter property is given by the sign of τ. The population of the four different 
quadrants of the circle numbered from I to IV in Figure 19 are identified with the 
help of Table 7: in quadrant II (−/+ signs of coordinates) the right‐handed structures 
with typically loop peaks, that is, especially the normal α‐helix cluster, and in quad-
rant IV (+/−) the structures with left‐handed extended peaks, that is, the normal right‐
handed β‐strands. Left‐handed β‐strands are found in quadrant I (+/+) and the few 
left‐handed helices in quadrant III (−/−).
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Figure 19  Distribution of the torsion characteristics of the residues of 33 proteins in a 
two‐dimensional phase diagram spanned by the parameters γ and τα, which reflect properties 
of the torsion peaks assigned to each residue. The majority of g ta×  points are found within the 
area of a circle indicated by the bold line. Specifically, looping or extended conformations and, 
utilizing the torsion peak sign, left‐ (−) or right‐handed (+) twisting of the backbone can be 
distinguished (see text).
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Because the scattering of data points is along the lines of a square (after an appro-
priate adjustment of the axes), it is straightforward to define 12 γ‐increments of 15°, 
which partition the range from 0 to 180° (Figure 19) where each of the subranges 
corresponds to a specific residue conformation. Rather than using the whole Δγ 
region, it is reasonable to exclude the less or not populated area closer to the center 
of the bold circle in Figure 19 and instead define vertical boxes by setting upper and 
lower τα limits so that the densely populated areas along the square are included. 
These γ, τ‐boxes defining the different types of residue conformations are shown in 
Figure 20a.

There are 12 boxes for positive τα values (upper half of diagram) and 12 for 
negative τα values (lower half of diagram) where the Δτ ranges differ because of 
the  greater scattering of data points for the less frequent chiralities. Each of the 
24 rectangular boxes in Figure 20a is identified by a letter and a sign, thus leading to 
a 24‐letter code for the rapid description of residue structures along the protein back-
bone. The letter code is explained in detail in Table 7. For reasons of comparison, 

Table 7  The 24‐Letter Code for the Description of Protein Structure (τα, γ System)a

γ τα

Code Group Min Max Min Max Average Comments

D− R‐strands 180 165 −0.049 0 −0.023 Most ext. R‐strands
E− 165 150 −0.092 −0.034 −0.063 ext. R‐strands
T− 150 135 −0.135 −0.061 −0.098 R‐strands
R− 135 120 −0.172 −0.086 −0.129 R‐strands
B− 120 105 −0.200 −0.098 −0.149 R‐strands
J− 105 90 −0.231 −0.092 −0.162 Coil

I− L‐helix 90 75 −0.266 −0.066 −0.166 Coil
G− 75 60 −0.287 −0.031 −0.159 Coil, L‐helix
V− 60 45 −0.258 −0.019 −0.139 Coil, L‐helix
A− 45 30 −0.220 −0.003 −0.111 L‐helix
H− 30 15 −0.139 −0.002 −0.071 L‐helix
N− 15 0 −0.058 0 −0.023 Coil, L‐helix

N+ R‐helix 0 15 0 0.061 0.027 Distorted helix
H+ 15 30 0.030 0.112 0.071 Loose helix
A+ 30 45 0.068 0.130 0.099 α‐Helix
V+ 45 60 0.065 0.183 0.124 3

10
‐helix

G+ 60 75 0.061 0.232 0.146 Helix entry
I+ 75 90 0.067 0.270 0.168 Distorted helix, coil

J+ L‐strands 90 105 0.080 0.258 0.169 Coil
B+ 105 120 0.076 0.233 0.155 L‐strands
R+ 120 135 0.068 0.190 0.129 L‐strands
T+ 135 150 0.047 0.148 0.097 L‐strands
E+ 150 165 0.025 0.095 0.060 ext. L‐strands
D+ 165 180 0 0.046 0.020 Most ext. L‐strands

a The abbreviations min, max, and average denote the smallest, largest, and average γ or torsion value of a 
given γ, τα‐box associated with a specific letter code.
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Figure 20b schematically gives for each letter the average τ
p
 values obtained from all 

residues. For example, a residue in a regular α‐helix is denoted by “A+” and has a γ 
value between 30 and 45°, a τ value between 0.068 and 0.130 Å−1, and a τ

p
 value of 

0.205 Å−1, whereas a residue in a regular right‐handed β‐strand denoted by “B‐” is 

H+ A+ V+ G+ I+ J+ R+ T+
B+

E+ D+

D–
E–

B–
T–R–J–I–G–V–A–H–N–

4

(b)

3

2

1

0

–1

–2

–3

–4

–5
0 30 60 90 120 150 180

τp

γ

+ Helix

N+

– Helix

+ Strands

– Strands

D–
E–

T–
R–B–J–I–G–V–

A–
H–

N–

N+
H+

A+
V+

G+ 
I+ J+ B+

R+
T+

E+
D+

0 30 60 90 120 150 180
–0.4

–0.3

–0.2

–0.1

0.0τ

0.1

0.2

0.3

0.4
(a)

γ

Figure 20  (a) Schematic representation of the 24 boxes (identified by 24 letters and the 
appropriate signs) that partition the γ, τα space in frequently populated structure areas. Compare 
with Figure 19. (b) The torsion peaks (upper half; troughs: lower half) associated with the 
24‐letter code. They are derived as averages from 510,525 residues of 2017 proteins.86 All 
torsion values in Å and angles in degree. For additional explanations, see Table 7.
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found in the range - £ £ -120 105g  and - £ £ -0 200 0 098. .t  Å−1 having a τ
p
 value of 

−0.944 Å−1. Using the character code of Table 7, a 3D structure of a protein can be 
converted into a 1D character string, providing a number of advantages when ana-
lyzing protein similarity and protein folding.

DESCRIPTION OF PROTEIN SIMILARITY

Protein similarity161 encloses both sequence similarity and structure similarity.162 The 
ultimate goal of protein research is to connect both types of similarity with protein 
functionality. In view of the limited role of sequence similarity for functional simi-
larity,162–165 the purpose of this review is to focus on structural similarity to establish 
a basis for predicting functional similarity. A low‐cost but reliable procedure of 
determining protein similarity can be used for a multitude of purposes such as the 
finding of common motifs, the location of similar active sites for different proteins 
interacting with a given pharmacophore, the classification of proteins, enzyme spec-
ificity, malfunctions of proteins causing diseases, or the description of folding just to 
mention some of them.

A commonly used tool in connection with protein structure comparison is the 
superposition of two or more structures, which is carried out in the way that the root‐
mean‐square deviation (RMSD) measuring the average distance between all residues 
of the superimposed proteins is minimized.166,167 Then, the minimized RMSD value 
is used as a measure of (dis)similarity.

Protein structure comparison (also called structural alignment) is essentially a 
largest common point set (LCP) problem,168,169 which is considered in complexity 
theory to be NP‐complete (nondeterministic polynomial time complete). This means 
that the needed computational time for solving the problem of the complexity class 
NP has as an upper bound a polynomial expression of the size of the input for the 
algorithm used but such an algorithm leading to an exact solution is so far not 
known.170 Dynamic programming and recently linear programming171 are often used 
to find the approximate optimal solution. Alternatively, heuristic methods are 
employed to find the local best solution. For this purpose, protein structure descrip-
tion has to be quantified and the (dis)similarity between two proteins has to be mea-
sured by some quantity such as a distance. The distance/similarity measure could be 
the distance matrix of a fragment as done in DALI method,18,19 CE (combinatorial 
extension),172 or certain scoring methods based on a segment of local geometry such 
as SSAP (Sequential Structure Alignment Program),173–176 GDT_TS (Global 
Distance Test_Total Score),177 Maxsub (maximum subarray) fit (i.e., the “maximum 
number of residues that fit well”),178 or treatment of secondary structure as vectors 
such as in VAST (Vector Alignment Search Tool)106,179. A variety of programs have 
been developed to improve structure comparison, as, for example, MAMMOTH,180 
TOPOFIT,180,181 SALIGN,182 TM‐align,183 SABERTOOTH,184 GANGSTA+,185 or 
RAPIDO.186

Although the structure alignment quality has been improved by these methods, 
the superposition itself based on RMSD or other distance measures remains the basic 
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problem of any similarity algorithm. The distance measures are global (dis)similarity 
descriptors, which fail to disclose and specify local differences. These are often 
important as, for example, in the study of folding pathways (see the following text). 
A method that circumvents the problem of structure superposition is APSA.61,74 It is 
suitable for the rapid similarity analysis of larger numbers of protein structures 
without scarifying the reliability and accuracy of structure comparison.

Qualitative and Quantitative Assessment of Protein Similarity

In Figure 21, the first 38 residues of ubiquitin (1UBQ) and ferredoxin (1A70) are 
compared because in both cases they correspond to the same α, β‐roll topology187 
leading to large similarity (ββα motif). The curvature diagram does reveal only in a 
limited way this similarity. However, this is obvious when comparing the two torsion 
diagrams, which both show the structural sequence of strand β1, turn T1, strand β2, 
turn T2, and helix α1 (Figure 21). The difference between the two proteins arises 
predominantly from turns T1 and T2. For 1A70, T1 is presented by a single, broad 
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Figure 21  Comparison of curvature (above) and torsion diagrams (below) of the first 38 
residues of ferredoxin (1A70) on the left and ubiquitin (1UBQ) on the right. The first five 
SSUs (β1T1β2T2α1 corresponding to the ββα motif) are indicated. Ribbon diagrams for T1 
and T2 are shown as insets for each protein above the curvature diagrams.
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torsion peak, whereas T1 of 1A70 splits up into two torsion peaks. Accordingly, T1 
of 1A70 is characterized by one strong bend, whereas T1 of 1UBQ includes two 
strong bends, as is verified by the pictorial presentations given in the insets for T1. 
T2 is in both cases presented by two torsion peaks. For 1UBQ (right side), the second 
peak is somewhat higher. In line with this, the ribbon diagrams for T2 give two wind-
ings in both cases where the second for 1UBQ is indeed stronger. Hence, the torsion 
diagrams provide a detailed account on the (dis)similarity of T1 and T2 in the two 
proteins, which is quantitatively documented by the torsion diagrams.

Utilizing the character code of Table 7, one can use graphical means to describe 
protein similarity. This is demonstrated for the two examples shown in Figures 22 
and 23. The diagram in Figure 22 describes the structural similarity of 40 structures 
of the protein GB1 domain (GB1)188 by using the structural alphabet of Table 7. The 
horizontal axis indicates the sequence of residues (excluding the first and last one), 
whereas the vertical axis gives the 24‐letter code of the structural alphabet. The struc-
tural characters are equally separated to provide a qualitative impression of (dis)
similarity of the 40 structures of GB1. The conformation of each residue is presented 
by a dot. The size of a dot measures the population density, that is, it indicates how 
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Figure 22  Forty structures of domain GB1188 are compared using a similarity diagram. 
The horizontal axis gives the residue numbers of GB1 and the vertical axis the structural code 
of each residue using the structural alphabet of Table 7. Each residue structure is given by a 
black dot. The size of a dot is proportional to the population of the residue structure in question. 
Vertical lines separate SSUs of the protein whereas horizontal lines separate helix, coil, and 
strand regions of the structural alphabet. Structural flexibility increases with increasing distri-
bution of dots in a given residue column. In the upper left, the 40 structures of GB1 presented 
as ribbon diagrams are superimposed.
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DESCRIPTION OF PROTEIN SIMILARITY� 419

many proteins have for a particular residue identical shape. If two or multiple dots are 
shown for one residue position in the diagram, different shapes for that particular 
residue are found in different proteins and the lower is its conformational stability 
(the higher its flexibility).

The diagram is divided by vertical and horizontal lines. The space marked by 
the vertical lines indicates individual SSUs, which can be easily identified via 
abbreviations such as B1, T1, etc. The three zones marked by horizontal lines indi-
cate from bottom to top helices, coils, and strands where this simplification (com-
pare with Table 7) is justified because regular left‐handed helices are not present in 
domain GB1.

The flexibility of each residue can be easily identified from the diagram in 
Figure 22. Helix H1 varies slightly in the helix body and close to its ends. Overall, 
the β‐strands are rigid with the exception of B4, which at its start can adopt three dif-
ferent conformations. The coil C1 connecting B1 and the head of H1 is very stable. 
Coil C2 between H1 and strand B3 is slightly variable. The largest flexibility of GB1 
is found for the turns T1 and T2, which have different shapes. The two central resi-
dues of T1 are in the right‐handed helical region, and for T2, they are in the left‐
handed coil region.
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Figure 23  Qualitative similarity comparison between two states of H‐ras oncogene pro-
tein p21,189,190 one bound to GNP (5‐guanylylimidodiphosphate) and one bound to GDP 
(guanosine diphosphate). Horizontal and vertical axes are defined as in Figure 22. Black dots 
give the residue structures of the GNP‐bound complex. Red dots indicate that the corresponding 
residue has in the GDP‐bound complex a different structure. A superposition of the two struc-
tures in the form of ribbon diagrams is shown in the upper left (see text). (See insert for color 
representation of the figure.)
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Figure 23 presents a qualitative similarity comparison between two states of 
H‐ras oncogene protein p21,189,190 one bound to GNP (5‐guanylylimidodiphos-
phate), which is a GTP (guanosine triphosphate) analogue, and one to GDP 
(guanosine diphosphate). The GTP (GNP)‐bound crystal structure has been taken 
from Pai and coworkers,189 whereas the GDP‐bound structure is from Tong and 
coworkers.190

Ras p21 is a product of H‐ras oncogene, which is known to cause cancer.189 This 
protein is a small GTPase that is likely to be involved in cellular processes such as 
signal transduction, protein transport, and secretion as well as polypeptide chain 
elongation.191 Like other small GTPases, Ras p21 acts as a molecular switch. The 
GTP‐bound conformation (on state) is biologically active and rapidly deactivated 
to  the GDP‐bound conformation (off state) through interaction with the GTPase‐
activating protein.192 Mutant proteins that have been identified in human tumors are 
effectively locked in the active GTP conformation and are unable to be recycled 
quickly enough to the inactive GDP‐bound state.189,192

Black dots in Figure 23 give the structure of the GNP‐bound complex. A red dot 
indicates where the structure of the corresponding residue in the GDP‐bound com-
plex differs. The comparison of the GDP‐ and GTP(GNP)‐bound states of Ras p21 
reveals that the largest dissimilarity is found in regions loop2 (coil C2 or Switch 1) 
and loop3 (coil C3 or Switch II; Figure 23), as is revealed by the increased occur-
rence of the red dots. Helix H2 in the GDP complex is almost dissolved and fused 
with loop3. Obviously, the differences are due to the different shapes of the two 
ligands. The extra phosphate group of GTP (GNP) acts as a template. If this template 
is missing, the terminal part of H2 is more disordered.

Figures 22 and 23 show how a qualitative analysis of different proteins can be 
carried out utilizing the structural alphabet of Table 7 and graphical means. However, 
once the structural alphabet in the form of the 24‐letter code of Table 7 is determined 
for two or more proteins, a quantitative comparison is also straightforward. For this 
purpose, the distance d between two residues in the 2D conformational γ, τ space is 
calculated. Comparable d values are obtained after normalizing the maximal τ, γ 
values to ±1 so that γ and τ both range from −1 to +1, that is, the maximum d is 
always 2 considering that the majority of all data points of Figure 19 will be located 
after normalization within a circle of radius 1 (indicated in Figure 19 by the bold 
circle). Maximal similarity (100%) is given for a distance of zero by ( )/2 2- d , 
whereas maximal dissimilarity implies a distance of 2 divided by 2 equal to 100% 
(similarity 0%).

By determining the similarity for each pair of residues, the similarity of the entire 
protein is calculated as the average similarity of each matched residue. This approach 
is used to quantitatively determine the similarity between proteins 1UBQ and 1A70 
in Table 8.

For the first 39 residues shown with their structural diagrams in Figure 21, a sim-
ilarity of 78.85% is obtained whereas the similarity of the entire proteins is only 
slightly lower (76.22%). If a matching residue cannot be found (gap), the similarity 
for the gap will be 0%, which, when included into the similarity calculation, leads to 
somewhat lower values (for the first 39 residues, there are 3 gaps; Table 8).
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It is interesting to note that the similarity of turns T1(L8,T9) and T1(P10,T11) is 
low (15 and 47%; Table  8), whereas the similarity of turns T2(P19,S20) and 
T2(D20,D21) is 95% and 89%, respectively, as discussed on the basis of the torsion 
diagrams shown in Figure 21. Helices α1 of Figure 21 have a similarity exceeding 
90% on the average, whereas that of the β‐strands is significantly lower (see Table 8).

Similarity tests require a proper alignment of two or more proteins, which can be 
done by suitable optimization procedures,59,161,193–195 where in the cases shown in this 
review dynamic programming193 was used. If proteins are very different, the major 
problem is to find the 3D correspondence of their structures. This task can be facili-
tated by using level 2 coarse graining, which is based on a vector presentation of 
SSUs (see the preceding text).74 As soon as an alignment at this level has been accom-
plished, level 1 coarse graining is applied with a residue‐by‐residue structural anal-
ysis, which leads to the actual similarity value.

In all similarity investigations, the specification of the gap penalty is decisive.193 
In the similarity analysis presented in Table 8, a linear gap penalty was used.193,196 
There are many other gap penalty methods of which just the affine gap penalty in 
sequence alignment is mentioned here, which has a high gap opening penalty but a 
low gap extension penalty.197,198

The Secondary Code and Its Application in Connection  
with Protein Similarity

In Table 9, the structural alphabet (primary code) is converted into a secondary code, 
which collects all residues belonging to a particular SSU and thus simplifies the 
identification of the SSUs of a protein while sacrificing structural details contained 
in the primary code. The advantages of the secondary code are evident when a more 
qualitative similarity comparison is needed. This is, for example, the case when the 
objective of a protein structure analysis is the search for certain motifs.

Figure  24 shows the ribbon diagrams for the 5‐bladed β‐propeller199 and the 
β‑helix.200 For both motifs, the primary code leads to a similarity of 93% between 
the blades and 83% between the 16 β‐strands (including the loop areas at the end) of 
the β‐helix shown. Inspection of the primary codes leads to the same conclusion 
when using the letter code. Therefore, it is much simpler to convert the primary code 
into a secondary code according to Table 9, even though details of structural dissim-
ilarities are lost, but revealing the two motifs as a sequence of β‐strands, turns, and 
coils interrupted by a sequence of single, short helices in the case of the blades. The 
level 2 coarse graining with the vector presentation of strands and helices then pro-
vides a direct image of the tertiary structure and reveals bendings and torsions of the 
SSUs in a simpler and understandable way.

DESCRIPTION OF PROTEIN FOLDING

By using the similarity measure of the previous section, one can easily define a mea-
sure of folding completeness that facilitates the analysis of a calculated folding tra-
jectory. The trajectory analysis of a folding process is commonly carried out with the 
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Table 9  Rules for the Encoding of Secondary Structures Using the 24‐Letter Code

SSU

Recognition Rule by Primary Code
Sec. 
Code CommentsStructure Label Pattern

α‐Helices

Starter G+, V+, I+, A+, H+, N+ <H Starter + body + exit: 
minimum of 4 
residues equal to 1 
full turn of α‐helix

Body A+, H+, V+, N+, G+ Minimum: two 
consecutive residues

H

Exit First nonhelical residue H>

β‐Strands
Regular D−, E−, B−, T−, R− D+, 

E+, B+, T+, R+
Minimum: two 
consecutive residues

B β‐Strand

Distorted J+, J−, I+, I− Single residue
Extended D−, E−, B−, T−, R−, 

D+, E+, B+, T+, R+
Minimum: two 
consecutive residues

S Extended single 
strand

Other helices

3
10

‐Helix V+, H+, A+ Consecutive V+ or 
mixture

3

π‐Helix N+, H+, A+, V+ Alternate N+ with 
other codes

P

Turn T Involving <6 residues, 
ends separated by <7 Å

Coil C Remaining 
unclassified positions

β-helix

5-blade β-propeller

_XT-D-D-A-E+
E-E-J-B-V+J+
E-D-D-H-T+
T-E-D-A-E+
E-E-D-H-E+
E-D-D-H-E+
T-E-D-A-E+
T-E-D-A-E+
E-D-D-H-T+
E-E-E-A-E+
E-D-D+T+D-H+T+
D+D-D-A-E+
T-E-D-N-G-
T+T-J-J-D-E-A+J+
D+D+D+H-E+
D-E-D-J-N-X_

CCBBBBBTTBBBBBBBTTBBBBBBCCCCCCCCHHHHCBBBBCCCCCC
CCBBBBBTTBBBBBBBTTBBBBBBCCCCCCCCHHHHCBBBBCCCCCC
CCBBBBBTTBBBBBBBTTBBBBBBCCCCCCCCHHHHCBBBBCCCCCC
CCBBBBBTTBBBBBBBTTBBBBBBCCCCCCCCHHHHCBBBBCCCCCC
CCBBBBBTTBBBBBBBTTBBBBBBCCCCCCCCHHHHCBBBBCCCCCC

CBBBT
TBBBBT
TBBBT
TBBBT
TBBBT
TBBBT
TBBBT
TBBBT
TBBBT
TBBBT
TBBBBTT
TBBBT
TBBBT
TBBCCCCC
CBBBC
CBBBCCC

Secondary code

Primary code

Sec.
code

Primary
code

D-N+D+T+N+X__XR-J-J-J-E-D-T-D-N+G-T+E-D-D-E+I-G-I-E-V+T-V+J+D-D+A+A+N+R+B-R-D+A+E-I-B+I+G+H+B+
D-H+D+D+R-B-B-I+B-E+T-E-E-E-D+N-G-R+E-D-D-E+I-G-I-E-V+T-A+B+E-D+A+V+N+R+R-R-D+V+D+G-J+J+A+V+I+
D+N+D+D+R-R-J-I+B-D+R-E-D-E-D+N+G-R+E-D-D-E+I-G-I-D-G+T-V+J+D-D+A+A+N+B+R-R-D+A+D-V-I+J+A+V+J+
D+H+D+E+R-R-B-I+R-E+R-T-E-T-D-H-A-R+D-D-D-D+I-I-G-T-H+B-V+J+D-D+A+V+N+R+R-R-D+V+D-V-I+J+A+A+J+
D+H+E+E+R-B-J-I+B-D+R-E-D-E-D-H-V-R+E-D-D-E+I-I-I-E-G+T-V+B+E-D+A+V+N+R+R-R-D+A+D-H-V+J+A+A+J+

Figure  24  Ribbon diagrams for the 5‐bladed β‐propeller199 (above) and the β‐helix200 
(below). The repeating motif is shown in each case in the form of the primary code and the 
secondary code, respectively.
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DESCRIPTION OF PROTEIN FOLDING� 425

help of the minimization of the RMSD,166,167 but as mentioned previously, the RMSD 
value is a global measure that does not provide information about local details. In 
particular, the RMSD parameter barely gives any information on how the folding of 
a protein propagates during a molecular dynamics (MD) simulation. Very different 
conformations may lead to the same RMSD value, and therefore any analysis based 
on RMSD values can be misleading.201,202

The structural alphabet of APSA provides an effective but simple way of com-
paring local residue structures directly without the need of protein superposition. The 
primary code of APSA can be used qualitatively and quantitatively. As such, the 
overall similarity of a calculated snapshot during the folding process can be quickly 
compared with the native (target) structure of the protein in question and a quantitative 
measure of folding completeness determined. An example is shown in Figure 25, 
which analyzes the folding trajectory of the antimicrobial peptide 2L24 (13 residues: 
IFGAIAGFIKNIWX)203 given in the upper left of the figure in the form of a ribbon 
diagram. Since an X‐ray diffraction structure of 2L24 is known,203 its primary code 
can be derived and used for the similarity analysis. If the folding process is finished, 
the folding completeness is 1 and the MD simulation stopped.
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Figure  25  Upper part: folding trajectory of the antimicrobial peptide 2L24 (shown as 
ribbon diagram in the upper left corner) obtained from a 10.18 ns MD simulation. For each 
picosecond step, the folding completeness is given as derived from a similarity analysis. 
Lower diagram: folding spectrum in the form of a color‐coded similarity test for each of the 
residues analyzed (vertical axis) at the 10,180 time steps (horizontal axis). The color code is 
given in the upper right: dark blue—unfolded; dark red—folded (see text). (See insert for color 
representation of the figure.)
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The folding trajectory of 2L24 obtained by an MD calculation is shown in the 
upper diagram of Figure 25. The horizontal axis counts 10,180 MD picosecond steps 
until folding completeness is reached, which is given by the vertical axis with com-
pleteness values between 0 (unfolded) and 1.0 (folded into the native structure: 100% 
completeness). Because the similarity tests require little time, they are carried out 
after each MD step and the calculation is terminated once the folding completeness 
is reached. Each step of the 10.18 ns simulation can be evaluated with the complete-
ness diagram. No regular pattern suggests a specific mechanism leading to folding. 
For more than a dozen MD steps, completeness is above 90% but does not lead in the 
subsequent steps to complete folding.

In the lower diagram of Figure 25, all snapshots of the folding trajectory are rep-
resented as a folding spectrum. Again, the horizontal axis gives the 10,180 MD steps, 
whereas the vertical axis gives the 13 residues of 2L24 (the first and last residues are 
excluded because of the analysis in terms of Frenet coordinates) where the structure 
of each residue is color‐coded according to its similarity to the structure in the folded 
(native) peptide (see upper right corner of Figure 25). Dark blue (dark red) indicates 
the peptide is unfolded (folded). If all residues of an MD snapshot are given by a dark 
red column, folding completeness is reached. This is the situation at step 10,180 
shown at the far right of the diagram (see Figure 25).

The folding spectrum given in the lower part of Figure  25 suggests a folding 
mechanism, which was not obvious in the upper diagram. The C‐terminal segment 
(residue 12) of the helix folds rapidly and remains, with one exception after 8500 
steps, stable. Contrary to the C‐terminal, the N‐terminal segment tends to unfold 
from time to time (green color of residues 2 and 3). However, the folding barrier is 
associated with residues 6 and 7 (G and F), which remain in an unfolded structure 
most of the time. Hence, folding can be seen as the difficulty of combining the flex-
ibility of glycine (G) with the conformational preferences of phenylalanine (F). The 
completeness peaks larger than 0.9 in the upper diagram correspond to those MD 
steps for which the folding barrier has been surmounted (indicated by the red lines 
crossing through the blue horizontal bar). Hence, the secret of the folding mechanism 
is to combine the folding of the N‐terminal segment with that of the residue pair GF. 
Once this combination is understood, an accelerated folding process can be initiated 
by freezing G and F in the conformations they adopt in the folded structure.

CONCLUDING REMARKS

The description of protein structure by its backbone is a well‐accepted concept. This 
review describes the possibilities of protein structure analysis when using coarse 
graining and describing the protein backbone as a smooth line in 3D space rather 
than a collection of discrete backbone points. The natural choice for the anchor points 
leading to a smooth backbone line is the Cα atoms because they represent the hinge 
joints of the backbone, which directly reflect the conformational and steric influ-
ences of the side chains. By using a continuous rather than a discrete representation 
of the backbone and describing it in terms of Frenet coordinates, the 3D structure of 
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the protein can be converted into the 2D Frenet structure diagrams of curvature κ(s) 
and torsion τ(s), which reveal characteristic and easy‐to‐distinguish patterns for all 
SSUs of a protein. Protein structure analysis is transferred thereby from a qualitative 
or semiquantitative to a quantitative level.

Ideal and regular helices (3
10

‐, α‐, or π‐helix), β‐strands, coils, turns, etc. can be 
easily distinguished by their κ(s) and τ(s) diagrams. Their chirality can be determined 
and the degree of distortions quantified. A classification of turns and loops is possible.

By introducing a structural alphabet consisting of a 24‐letter code, a quantifica-
tion of protein similarity is realized. The 24‐letter code is a primary code of 
sufficient detail and robustness because it is based on the torsion properties of half 
a million residues (510,525 from 2017 proteins). It is used to convert the 3D struc-
ture of a protein via the 2D Frenet structure diagrams into a 1D character string that 
can be used for rapid structure classification and similarity analysis. There are 
qualitative and quantitative measures of assessing protein similarity; to do this, the 
γ, τ‑quantification scheme can be used.

A primary letter code is best suited for a quantitative description of protein simi-
larity, whereas a secondary letter code provides a rapid assessment of all SSUs in a 
protein. This leads to an identification of the termini of an SSU, helps to establish the 
second level of coarse graining, and rapidly handles tasks such as motif identification. 
Either the primary code or the secondary code can be used to study the folding of a pro-
tein, and one can elucidate the folding mechanism by calculating folding spectra, which 
indicate the folding completeness during an MD simulation in a quantitative way.

Once a basis for a coarse‐grained geometrical description of the protein structure is 
laid in terms of Frenet coordinates, there are several possibilities of extending its appli-
cation repertoire. Shape features of the tertiary protein structure are easily described 
using Frenet coordinates by a level 2 coarse‐grained approach. Helices and strands are 
represented by curved and twisted arrows, which quantitatively reflect major distortions 
of these SSUs. By keeping the backbone line for turns and coils, supersecondary struc-
tures, folds, or tertiary structure can be described easily. In general, the use of Frenet 
coordinates in methods such as APSA is based on the idea of subsequent steps of coarse 
graining the protein backbone so that more and more nonlocal features are included into 
the description and the description of tertiary protein structure is facilitated.

Combining a geometry‐based description in terms of Frenet coordinates with an 
H‐bond‐based description as used in DSSP is also possible. This can improve the 
detail description of both secondary and tertiary structure. Obviously, there are short-
comings of the latter when kinks in helices have to be properly identified, which is 
important for the correct count of helices, for example, in similarity studies.

The list of protein structures described by APSA leads to a library of protein sub-
units or building blocks that can be used in protein structure prediction and mod-
eling. The analysis of 2D Frenet structure diagrams provides a meaningful and 
systematic way of breaking down loop regions to substructures that contribute to a 
library of κ‐τ or γ, τ patterns. Such a library can be used to search and classify turns, 
supersecondary structures, and folds in a systematic way.61 Noteworthy is also that 
Frenet coordinates can be applied to polymers, DNA strands, carbohydrates, or any 
molecules with long strands.
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