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The analytical energy gradient of the normalized elimination of the small component (NESC) method
is derived for the first time and implemented for the routine calculation of NESC geometries and other
first order molecular properties. Essential for the derivation is the correct calculation of the transfor-
mation matrix U relating the small component to the pseudolarge component of the wavefunction.
The exact form of ∂U/∂λ is derived and its contribution to the analytical energy gradient is investi-
gated. The influence of a finite nucleus model and that of the picture change is determined. Different
ways of speeding up the calculation of the NESC gradient are tested. It is shown that first order prop-
erties can routinely be calculated in combination with Hartree-Fock, density functional theory (DFT),
coupled cluster theory, or any electron correlation corrected quantum chemical method, provided the
NESC Hamiltonian is determined in an efficient, but nevertheless accurate way. The general applica-
bility of the analytical NESC gradient is demonstrated by benchmark calculations for NESC/CCSD
(coupled cluster with all single and double excitation) and NESC/DFT involving up to 800 basis
functions. © 2011 American Institute of Physics. [doi:10.1063/1.3603454]

I. INTRODUCTION

The usefulness of a new quantum chemical method is
measured by its accuracy and general applicability. General
applicability implies the possibility of routinely calculating
molecular properties, such as geometries, vibrational frequen-
cies, electric or magnetic quantities, excitation energies, etc.
A large number of molecular properties needed by chemists to
analyze and characterize structure, stability, and reactivity of a
chemical compound are response properties, which can be ef-
fectively calculated with the help of analytical energy deriva-
tives. Accordingly, the usefulness of a quantum mechanical
method increases substantially when its applicability range is
extended by the introduction of analytical energy derivatives.

The calculation of exact quasi-relativistic energies iden-
tical in their values to the results of four-component (4c)
calculations based on the Dirac equation1, 2 can be consid-
ered as a breakthrough in relativistic quantum chemistry.3–12

This progress was started with Dyall’s work on the normal-
ized elimination of the small component (NESC) method,3, 4

which provided for the first time exact 4c-energies at the
one (1c)- or two-component (2c) level. The basis for this
breakthrough was a revised strategy to solve the problem
of transforming the 4c relativistic problem into a 2c or 1c
quasi-relativistic one: Rather than deriving an approximate
2c-Hamiltonian at the operator level (operator-driven ap-
proaches), Dyall expressed the Dirac Hamiltonian in matrix
form using a finite basis set and then, by using matrix algebra,
derived a simplified quasi-relativistic Hamiltonian (matrix-
driven approach).3, 4 It needed some time to cast NESC in
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a generally applicable form, which was first accomplished
by Filatov and Dyall.13 Systematic application of NESC was
carried out by Cremer, Filatov, and Kraka,14, 15 Kraka and
Cremer,16and Filatov et al.17–21

Dyall’s work triggered directly or indirectly a number
of other important developments in the area of exact quasi-
relativistic methods. Reiher, Wolf, and co-workers, following
early work by Hess and others on Douglas Kroll theory,22–28

developed infinite order Douglas-Kroll-Hess theory,5–7, 29

which also can provide exact 4c energies at the 1c or 2c level
of theory. Early work by Barysz, Sadlej, and Snijders30 on the
infinite order two-component approach31–35 led to a matrix-
driven formulation of this method and exact quasi-relativistic
energies.8, 9, 36 Kutzelnigg and Liu carried out a fundamental
analysis of the possibilities of transforming the Dirac Hamil-
tonian into a quasi-relativistic Hamiltonian. They set up con-
ditions and algorithms for obtaining exact quasi-relativistic
(X2C or XQC) methods.10–12 The pioneering work of Dyall
on the NESC method was clarified by Filatov37 and Kutzel-
nigg and Liu.38

In this work, we make the next step in the development
of exact quasi-relativistic methods by presenting for the first
time the analytical energy gradient of the NESC method. For
this purpose, our work is organized in the following way. In
Sec. II, we summarized the basics of calculating NESC ener-
gies. In this connection, we will shortly point out some new
ways of effectively solving the NESC equations. In Sec. III,
the analytical energy gradient of the NESC method is derived
where special emphasis is laid on the correct analytical form
of the transformation matrix U relating the small compo-
nent to the pseudolarge component of the wavefunction. In
Sec. IV, we describe the computational techniques used in this
work, and finally, in Sec. V, some benchmark calculations are
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presented that demonstrate the accuracy and general applica-
bility of the NESC gradient approach presented in this work.

II. CALCULATION OF THE NESC ENERGY

The NESC method requires the solving of Eq. (1)
(Refs. 3, 13, and 37) thus providing the electronic (positive-
energy) solutions of the Dirac equation:1

L̃A = S̃Aε. (1)

In Eq. (1), L̃ represents the NESC Hamiltonian, matrix A col-
lects the NESC eigenvectors aμ with μ = 1, . . . , M (M is the
number of basis functions of basis χ ), and ε contains on its di-
agonal the eigenvalues of the NESC Hamiltonian. The eigen-
vectors aμ are orthonormalized on the relativistic metric S̃:

S̃ = S + 1

2mc2
U†TU, (2)

according to

A†S̃A = I. (3)

The NESC Hamiltonian L̃ is given by

L̃ = TU + U†T − U†(T − W)U + V. (4)

In Eqs. (1), (2), and (4), S, T, and V are the matrices
of the nonrelativistic overlap, kinetic energy, and poten-
tial energy operators, and W is the matrix of the operator
1/(4m2c2)(σ · p)V (r)(σ · p) in the basis of the atomic orbitals
χμ(r),3 where σ and p are the vector of the Pauli matrices
and the linear momentum operator, respectively. At the scalar-
relativistic level used throughout this work the latter expres-
sion simplifies to 1/(4m2c2)∇V (r) · ∇. The matrix U is as-
sociated with the operator eliminating the small component
of the electronic (positive energy) relativistic wave function,
i.e., U connects the matrix of eigenvectors for the large com-
ponent, A, with the matrix of eigenvectors of the pseudolarge
component, B, in the modified Dirac wave function3, 4 accord-

ing to

B = UA. (5)

As a suitable starting guess for matrix U the infinite order
regular approximation (IORA) equation (6) is solved:

L̃I O R AAI O R A = S̃I O R AAI O R Aε I O R A, (6)

where the Hamiltonian L̃I O R A and the metric S̃I O R A are ob-
tained using Eq. (7) in Eqs. (4) and (2):39

UI O R A = (T − W)−1T. (7)

Once a starting value is obtained for U, Eqs. (8) and (9),

TU = SS̃−1L̃ − V, (8)

L̃ = (TU) + (TU)†

− (TU)†(T−1 − T−1WT−1)(TU) + V, (9)

are used to iteratively solve for the product TU and the NESC
Hamiltonian matrix L̃ in the form of a fixed-point iteration for
a nonlinear problem:

TU(n) = F(TU(n−1)). (10)

It turns out to be computationally feasible to obtain the solu-
tion applying a damped fixed-point iteration technique often
employed to solve stiff initial value problems.40 If the direct
fixed-point iteration of Eq. (10) does not converge, one can
introduce a damping factor α to stabilize the iteration:

TU(n) = F(TU(n−1))

− α(F(TU(n−1)) − TU(n−1)). (11)

In practice, static rather dynamic damping is sufficient to lead
to the convergence of the NESC equations (4) and (8). When
convergence of TU is achieved, matrix U is calculated with
the help of the known T (“iterative TU” method).

Thus, the flowchart of the iterative solution of the NESC
equation (1) is organized as in the following scheme:

Step A : i = 0,

(TU(0)) = TUI O R A = T(T − W)−1T;

Step B : i = i + 1,

. . . (TU(i)) = S(S̃(i−1))−1L̃(i−1) − V, (see Eq. (11) for damping),

. . . L̃(i) = (TU(i)) + (TU(i))† − (TU(i))†(T−1 − T−1WT−1)(TU(i)) + V,

. . . S̃(i) = S + (1/2mc2)(TU(i))†T−1(TU(i)),

. . . �(i) = ||L̃(i)
kk − L̃(i−1)

kk ||;
Conv . : if �(i) ≤ δ, exit. Else, go to B.

In the case of geometry optimizations, PES scans, or
any other calculation that involves a restart from a previous
NESC calculation, the initial (TU(0)) is best obtained from

the previously stored U matrix, which can usually save one
to two thirds of the computational cost for solving the NESC
equations.

Downloaded 30 Jun 2011 to 129.119.99.194. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions



244117-3 Analytical energy gradient for NESC J. Chem. Phys. 134, 244117 (2011)

This solution scheme works for all normal basis sets (ex-
ponent of steep basis functions χμ not larger than 109) in con-
nection with the strategy “first-diagonalize-then-contract,”
which implies that the NESC equations are solved for the un-
contracted rather than the contracted basis set, and once the
NESC Hamiltonian has been obtained, a transformation to the
contracted basis set is carried out. This approach does not re-
quire much additional computer time; however, it has a num-
ber of advantages with regard to the previously used strategy
“first-contract-then-diagonalize:”13 (i) The NESC iterations
converge even when using basis functions with very large ex-
ponents (“steep functions”); (ii) Generally, convergence is ac-
celerated; (iii) The convergence of the NESC iterations can be
better controlled; (iv) The atomic many-electron total energies
are within less than 1 hartree from the energies obtained when
employing the corresponding uncontracted basis set.

Equation (1) provides the exact electronic solutions of
the 4-component one-electron problem. For the calculation
of a many-electron system, the use of a one-electron spin-
scalar approximation as suggested by Dyall4 is adopted in
the present work. Within this approximation, the NESC one-
electron Hamiltonian equation (4) is renormalized on the non-
relativistic metric (12) (Ref. 4) and then used with the non-
relativistic many-electron equations, such as the Hartree-Fock
or Kohn-Sham equations:

H1−e = G†L̃G. (12)

Dyall suggested to use Eq. (13) for the renormalization
matrix,4

G = S̃−1/2S1/2, (13)

which, however, may lead to incorrect transformation proper-
ties of the renormalized 1 − e Hamiltonian. In non-relativistic
as well as in relativistic theory, the Hamiltonian (and other
operator matrices) should transform under a linear transfor-
mation of the basis set χ ′ = χO as in Eq. (14):

H′ = O†HO. (14)

With the use of conventional non-orthogonal basis sets,
Eq. (13) does not guarantee this property. Therefore, it was
suggested by Liu and Peng41 to employ (among others) the
following transformation matrix:

G = S−1/2(S1/2S̃−1S1/2)1/2S1/2. (15)

Equation (15) for G is adopted in this work because it oper-
ates with square roots of symmetric matrices, which consid-
erably simplifies derivation of the analytic energy gradient of
the renormalized NESC Hamiltonian equation (12).

With the use of the renormalized NESC Hamiltonian
equation (12), the total electronic energy is determined, at the
Hartree-Fock level, by Eq. (16),

E = trPH1−e + 1
2 trP(J − K), (16)

where J and K are the Coulomb and the exchange parts of
the Fock operator and P is the density matrix calculated as
P = CF n(CF )† (CF collects the eigenvectors of the Fock op-
erator and n is the diagonal matrix of the orbital occupation
numbers).

III. THE ANALYTICAL ENERGY GRADIENT FOR NESC

The first derivative of the total energy equation (16)
with respect to the nuclear coordinate λ is given by
Eq. (17),42

∂ E

∂λ
= trP

(∂H1−e

∂λ

)
+ tr�

(∂S
∂λ

)

+ 1

2
trP

∂ ′

∂λ
(J − K), (17)

where � = −CF nε(CF )
†

is the energy-weighted density ma-
trix (ε collects the orbital energies on its diagonal) and the
prime of ∂ ′/∂λ implies that only the two-electron integrals
rather than the density matrix have to be differentiated.42

The first term on the rhs of Eq. (17) can be written as

∂ E1−e

∂λ
= trPG† ∂L̃

∂λ
G + trP

∂G†

∂λ
L̃G

+ trPG†L̃
∂G
∂λ

(18)

= trGPG† ∂L̃
∂λ

+ tr L̃GP
∂G†

∂λ
+ trPG†L̃

∂G
∂λ

(19)

= tr P̃
∂L̃
∂λ

+ trD
∂G†

∂λ
+ trD† ∂G

∂λ
, (20)

where G is given in Eqs. (13) and (15), P̃ = GPG†; also D
= L̃GP and the cyclic property of a trace is used.

Differentiating Eq. (4) with respect to the nuclear coordi-
nate λ yields Eq. (21):

∂L̃
∂λ

= ∂T
∂λ

U + U† ∂T
∂λ

− U†
(∂T

∂λ
− ∂W

∂λ

)
U + ∂V

∂λ

+∂U†

∂λ
(T − (T − W)U) + (T − U†(T − W))

∂U
∂λ

.

(21)

Before discussing the contributions to ∂L̃/∂λ, we will first
consider the derivative of the renormalization matrix G.

A. Derivatives of the renormalization matrix G

Using Eq. (13) for the renormalization matrix G, one ob-
tains the following derivative terms:

∂G
∂λ

= −S̃−1/2 ∂S̃1/2

∂λ
G + S̃−1/2 ∂S1/2

∂λ
, (22)

which yield Eqs. (23) and (24):
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trD
∂G†

∂λ
+ trD† ∂G

∂λ

= −trDG† ∂S̃1/2

∂λ
S̃−1/2 + trD

∂S1/2

∂λ
S̃−1/2

−trD†S̃−1/2 ∂S̃1/2

∂λ
G + trD†S̃−1/2 ∂S1/2

∂λ
(23)

= −tr (S̃−1/2DG† + GD†S̃−1/2)
∂S̃1/2

∂λ

+ tr (S̃−1/2D + D†S̃−1/2)
∂S1/2

∂λ
(24)

for the last two terms in Eq. (20).
The derivatives of the square-root of a symmetric positive

definite matrix M can be obtained utilizing Eq. (25),43

(
C† ∂M1/2

∂λ
C

)
i j

= (
m1/2

i + m1/2
j

)−1
(

C† ∂M
∂λ

C
)

i j
, (25)

where C contains the eigenvectors and m are the eigenval-
ues of M. The derivatives of the overlap integrals are rou-
tinely available in the quantum chemical program codes and

the derivatives of the relativistic metric S̃ can be obtained us-
ing Eq. (26):

∂S̃
∂λ

= ∂S
∂λ

+ 1

2mc2
U† ∂T

∂λ
U

+ 1

2mc2

(∂U†

∂λ
TU + U†T

∂U
∂λ

)
. (26)

The third term in Eq. (26) depends on the derivatives ∂U/∂λ,
which will be discussed in the following (see Eq. (35)).

The derivatives of ∂M1/2/∂λ can be obtained by multi-
plying the left hand side of Eq. (25) with the eigenvectors C
from the left and with C† from the right as in Eq. (27):44

(∂M1/2

∂λ

)
mn

=
∑

i

∑
j

∑
k

∑
l

Cmi
(
m1/2

i + m1/2
j

)−1

×C†
ik

(∂M
∂λ

)
kl

Cl j C
†
jn. (27)

Using Eq. (27) and denoting the eigenvector matrices of S̃
and S as C̃ and C and the two terms of Eqs. (24) given in
parentheses as X̃ and X, respectively, the first part of Eq. (24)
becomes

trX̃
∂S̃1/2

∂λ
=

∑
m

∑
n

X̃nm

(∂S̃1/2

∂λ

)
mn

=
∑

m

∑
n

∑
k

∑
l

∑
i

∑
j

X̃nmC̃mi
(
s̃1/2

i + s̃1/2
j

)−1
C̃†

ik

(∂ S̃

∂λ

)
kl

C̃l j C̃
†
jn

=
∑

k

∑
l

∑
i

∑
j

(
s̃1/2

i + s̃1/2
j

)−1
C̃†

ik

(∂ S̃

∂λ

)
kl

C̃l j

∑
m

∑
n

C̃†
jn X̃nmC̃mi

=
∑

k

∑
l

(∂ S̃

∂λ

)
kl

∑
i

∑
j

(
s̃1/2

i + s̃1/2
j

)−1
C̃l j Ỹ j i C̃

†
ik =

∑
k

∑
l

(∂ S̃

∂λ

)
kl

Z̃lk = tr Z̃
∂S̃
∂λ

, (28)

where two new matrices are introduced: Ỹ = C̃†X̃C̃ and Z̃ with elements Z̃i j = ∑
k,l C̃ik Ỹkl C̃

†
l j (s̃

1/2
k + s̃1/2

l )−1. Similar equa-
tions can be derived for matrix X. Thus, the sum of the last two terms in Eq. (20) can be evaluated according to
Eq. (29):

trD
∂G†

∂λ
+ trD† ∂G

∂λ
= −tr Z̃

∂S̃
∂λ

+ trZ
∂S
∂λ

= tr (Z − Z̃)
∂S
∂λ

− 1

2mc2
tr (UZ̃U†)

∂T
∂λ

− 1

2mc2
tr (TUZ̃)

∂U†

∂λ
− 1

2mc2
tr (Z̃U†T)

∂U
∂λ

,

(29)

where Y = C†XC and matrix Z has elements Zi j = ∑
k,l CikYklC

†
l j (s

1/2
k + s1/2

l )−1.
If G is defined by Eq. (15), the gradient contribution of ∂G/∂λ will become

tr

(
D

∂G†

∂λ

)
+ tr

(
D† ∂G

∂λ

)
= trD0

∂

∂λ
(S1/2) + trD1

∂

∂λ
(S1/2S̃−1S1/2)1/2

= trD0Z
∂S
∂λ

+ trD1Z
∂

∂λ
(S1/2S̃−1S1/2) = trD0Z

∂S
∂λ

+ trD2
∂

∂λ
(S1/2) − trD3

∂

∂λ
(S̃)

= trD0Z
∂S
∂λ

+ trD2Z
∂S
∂λ

− trD3
∂S
∂λ

− 1

2mc2
tr (UD3U†)

∂T
∂λ

− 1

2mc2
tr

(
TUD3

∂U†

∂λ
+ D3U†T

∂U
∂λ

)

= tr (D0Z + D2Z − D3)
∂S
∂λ

− 1

2mc2
tr (UD3U†)

∂T
∂λ

− 1

2mc2
tr

(
TUD3

∂U†

∂λ
+ D3U†T

∂U
∂λ

)
, (30)
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where

D0 = (D†G − GD†)S−1/2 + S−1/2

× (G†D − DG†), (31)

D1 = S1/2D†S−1/2 + S−1/2DS1/2, (32)

D2 = D1Z S1/2S̃−1 + S̃−1S1/2D1Z , (33)

D3 = S̃−1S1/2D1Z S1/2S̃−1, (34)

and D0Z , D1Z , and D2Z can be obtained as in Eq. (28) from
D0, D1, and D2 using the eigenvalues and eigenvectors of S
and S1/2S̃−1S1/2, respectively.

B. The gradient of the matrix U

Collecting the terms, which contain ∂U/∂λ in Eqs. (21)
and (29) or (30), one obtains their total contribution to the
NESC energy gradient according to Eq. (35) (superscripts L̃
and G denote contributions from L̃ and G),(

P
∂U
∂λ

+ P† ∂U†

∂λ

)L̃

+
(

PG ∂U†

∂λ
U + PGU† ∂U

∂λ

)G

= tr

{
P̃

∂U†

∂λ
[T− (T−W) U] +P̃

[
T − U† (T − W)

] ∂U
∂λ

}

− 1

2mc2
tr

(
Ñ

∂U†

∂λ
TU + ÑU†T

∂U
∂λ

)

= tr

(
P0

∂U
∂λ

+ P†
0

∂U†

∂λ

)
, (35)

where PG = ÑT† and P0 is

P0 = P̃[T − U† (T − W)] − 1

2mc2
ÑU†T, (36)

and Ñ can be Z̃ from Eq. (29) or D3 from Eq. (34).
For the purpose of determining the derivatives in Eq.

(35), we transform Eq. (8) as in Eq. (37),

U = T−1

((
I + 1

2mc2
U†TUS−1

)−1

L̃ − V

)
, (37)

where I is a unit matrix. Using the identity (I + A)−1 =
I − A(I + A)−1 = I − (I + A)−1A (Ref. 45), Eq. (37) can be
transformed to Eq. (38),

U = T−1

(
TU + U†T − U†(T − W)

U − 1

2mc2
U†TUS−1

×
(

I + 1

2mc2
U†TUS−1

)−1

L̃

)
, (38)

from which with the help of results of Ref. 37, one obtains
Eq. (39):

U = (T − W)−1

(
T − 1

2mc2
TUS−1

×
(

I + 1

2mc2
U†TUS−1

)−1

L̃

)

= UI O R A − 1

2mc2
UI O R AUS̃−1L̃

= UI O R A − 1

2mc2
UI O R AUS−1(TU + V). (39)

Differentiating Eq. (39), substituting into Eq. (35), and col-
lecting similar terms, one arrives at Eqs. (40) and (41):

∂U
∂λ

= ∂UI O R A

∂λ
(UI O R A)−1U − 1

2mc2
UI O R A ∂

∂λ

× [US−1 (TU + V)] = ∂UI O R A

∂λ
(UI O R A)−1U

− 1

2mc2
UI O R A

[
∂U
∂λ

S−1 (TU + V) + U
∂S−1

∂λ

× (TU + V) + US−1

(
∂T
∂λ

U + T
∂U
∂λ

+ ∂V
∂λ

)]
,

(40)

tr

(
P0

∂U
∂λ

+ P†
0

∂U†

∂λ

)

= tr (P0S + P0S
†)

∂S
∂λ

+ tr
(
P0T + P0T

†) ∂T
∂λ

+ tr
(
P0V + P0V

†) ∂V
∂λ

+ tr
(
P0W + P0W

†) ∂W
∂λ

+ tr

(
P1

∂U
∂λ

+ P1
† ∂U†

∂λ

)
(41)

= tr

[
n∑

i=0

(
Pi S + Pi S

†)] ∂S
∂λ

+ tr

[
n∑

i=0

(
PiT + PiT

†)] ∂T
∂λ

+ tr

[
n∑

i=0

(
PiV + PiV

†)] ∂V
∂λ

+ tr

[
n∑

i=0

(
PiW + PiW

†)]

× ∂W
∂λ

+ tr

(
Pn+1

∂U
∂λ

+ P†
n+1

∂U†

∂λ

)
, (42)

from which one obtains Eq. (42) by recursion. In Eqs. (41)
and (42), the following matrices are used:

Pi+1 = − 1

2mc2

(
C1Pi UI O R A + Pi C4

)
, (43)

Pi S = 1

2mc2
C1Pi C2, (44)

PiT = C5Pi C3 − 1

2mc2
UPi C2, (45)

PiV = − 1

2mc2
Pi C2, (46)
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PiW = UPi C3, (47)

C1 = S−1 (TU + V) , (48)

C2 = UI O R AUS−1, (49)

C3 = UI O R AT−1, (50)

C4 = C2T, (51)

C5 = −T−1WU. (52)

In Eq. (42), tr (PX + PX
†) ∂X

∂λ
(X = S, T, V, and W ) is not

simplified to 2tr (PX
∂X
∂λ

) in order to utilize the triangular stor-
age of the symmetric (PX + PX

†) matrix.
If all eigenvalues of L̃ are smaller than 2mc2, Eq. (42)

converges fast and the zeroth order approximation of Eq. (42)
(i.e., n = 0) is sufficiently accurate. However, if there are
some eigenvalues larger than 2mc2, Eq. (42) may diverge. In
this case, one has to take the zeroth order approximation again
and neglect the higher order terms.

C. The gradient of the matrix L̃

By collecting terms from Eqs. (21) and (42) and sub-
stituting them into the first term of Eq. (20), one obtains
Eq. (53),

tr P̃
∂L̃
∂λ

= tr P̃′′ ∂T
∂λ

+ tr P̃′ ∂W
∂λ

+ tr P̃
∂V
∂λ

+ tr (PS + PS
†)

× ∂S
∂λ

+ tr (PT + PT
†)

∂T
∂λ

+ tr (PV + PV
†)

∂V
∂λ

+ tr (PW + PW
†)

∂W
∂λ

, (53)

where new matrices

P̃′ = UP̃U† (54)

and

P̃′′ = UP̃ + P̃U† − UP̃U† (55)

are introduced. The auxiliary matrices PX with X = S, T, V,
and W are obtained by appropriate summation of the matrices
in Eq. (42). They can be easily calculated at the end of the iter-
ative solution of the NESC equations and then contracted with
the one-electron integral derivatives in Eq. (53), which are di-
rectly available in non-relativistic quantum chemical codes.

D. Contracted basis sets

When deriving the above formalism, it was tacitly as-
sumed that a basis set of primitive atom-centered basis func-
tions is employed. With the use of contracted basis sets as
defined in Eq. (56),

χ (c) = χ (p)R, (56)

the NESC equation (1) can be solved in the basis of the prim-
itive functions χ (p) and then the NESC one-electron Hamilto-
nian equation (12) can be transformed to the contracted basis
set χ (c) via Eq. (57),

H(c)
1−e = R†H(p)

1−eR, (57)

where the Hamiltonian H(p)
1−e is calculated over the primitive

basis functions and R is a rectangular (N × M) matrix of con-
traction coefficients (N primitives, M contracted basis func-
tions).

With the use of a contracted basis set, the first term in
Eq. (17) can be evaluated according to Eq. (58):

∂ E1−e

∂λ
= trP(c)

(∂H(c)
1−e

∂λ

)

= trP(c)
(

R† ∂H(p)
1−e

∂λ
R

)

= tr
(

RP(c)R†
)(∂H(p)

1−e

∂λ

)
, (58)

where the derivatives of the NESC one-electron Hamiltonian
H(p)

1−e are calculated as described above. Thus, in Eq. (20), it
is only necessary to replace the density matrix P by RP(c)R†

when using contracted basis sets.

E. Arguments for neglecting the derivative of U

Any simplification of the NESC gradient implies a
careful evaluation of the magnitude of the derivatives col-
lected in ∂U / ∂λ. For this purpose, we start with U in the
form of Eq. (39). Applying recursively the matrix identity
(I + A)−1 = I − (I + A)−1A (Ref. 45) to the expression (7),
one obtains the following expansion for the UI O R A operator:

UI O R A = I + T−1W + T−1WT−1W + . . . . (59)

The terms on the right hand side of Eq. (59) are of the order
c−2, c−4, etc. Combining Eqs. (39) and (59) leads to Eq. (60):

U = I +
(

T−1W − 1

2mc2
UI O R AUS̃−1L̃

)
+ T−1WT−1W

+ . . . , (60)

where the two terms in parentheses have the same order of
magnitude. Because the matrix W is negative definite, it may
be expected that the two terms in parentheses in Eq. (60)
should to some degree compensate each other, at least for
the bound (negative energy) eigenvalues of the operator L̃.
Furthermore, the terms on the right hand side of Eq. (60) be-
come significant for the very tight basis functions, which are
important for the total energy. Neglecting them in the NESC
equations (that is setting U = I) leads to variational collapse
of the method.46 Since in a typical relativistic calculation
on molecules with heavy elements, steep basis functions
are always included, the derivative of U with respect to the
nuclear coordinates cannot a priori be excluded although its
contribution should be small in many cases. This however
changes for other first order properties, which depend more
strongly on the density closer to the nucleus and, therefore,

Downloaded 30 Jun 2011 to 129.119.99.194. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions



244117-7 Analytical energy gradient for NESC J. Chem. Phys. 134, 244117 (2011)

TABLE I. Specification of relativistic basis sets used in this work.a

Element Description Reference

A. CCSD and CCSD(T) calculations
Hg (22s19p12d9f)/[15s13p8d5f]. 14
H,C,N,O,F,Cl,Br Dyall’s Dirac-contracted cc-pVTZ(fi/sf/fw) with diffuse functions

taken from Dunning’s aug-cc-pVTZ.
52

I All-electron relativistic def2-TZVPP basis; the core functions were
re-contracted at the SA-CASSCF level using the NESC Hamiltonian.

49 and 50

B. DFT(B3LYP) calculations of BDT-Hg and BDET-Hg
Hg All-electron relativistic SARC basis; the core functions were

re-contracted at the Hartree-Fock level using the NESC Hamiltonian.
49 and 50

H,C,N,O Re-contracted 6-311G basis at the SA-CASSCF level using the NESC
Hamiltonian.

52

S,Cl Dyall’s Dirac-contracted cc-pVTZ(fi/sf/fw) basis with diffuse
functions taken from Dunning’s aug-cc-pVTZ.

52

C. DFT(PBE0) calculations of TlX and Hg2

Tl,Hg All-electron relativistic SARC basis; the core functions were
re-contracted at the Hartree-Fock level using the NESC Hamiltonian.

For Tl, the basis functions were augmented by 3g2h1i functions.

49, 50, and 51

F,Cl,Br All-electron def2-QZVPP basis; the core functions were re-contracted
at the SA-CASSCF level using the NESC Hamiltonian.

52

I All-electron relativistic def2-TZVPP basis; the core functions were
re-contracted at the SA-CASSCF level using the NESC Hamiltonian.

49 and 50

aAll calculations, if not noted otherwise, with a finite nucleus model.

we have included ∂U/∂λ into the standard version of our
NESC gradient program.

On the other hand, contributions of ∂U/∂λ to ∂S̃/∂λ (see
the third term in Eq. (26)) can be neglected even in the case of
steep functions. The term containing ∂U/∂λ is of the order c−4

and accordingly it is significantly smaller than the first two
terms in Eq. (26). Neglecting the contribution from ∂U/∂λ

does not lead to any substantial loss of accuracy.

F. Deriving the NESC gradient for a finite nucleus
model

When calculating the derivatives ∂V/∂λ and ∂W/∂λ,
both point charge and finite nucleus model with Gaussian
charge distribution may be used. In this work, we determined
the derivatives of W for the finite nucleus model, whereas in
the case of V the point charge model was assumed because the
differences between the two models are negligible in the latter
case. When calculating molecular geometries, the effect of the
nuclear model on the gradient is negligible, in general. This
is a result of the fact that the changes of V and W in the bond
regions of a molecule are small. However, for other proper-
ties, especially those that depend on the density close to the
nucleus, the nuclear model used in both ∂W/∂λ and ∂V/∂λ

may have a significant impact on the NESC derivatives.

IV. COMPUTATIONAL TECHNIQUES

The algorithms described above have been programmed
within the COLOGNE2010 program package.47 Each part
of the analytical energy gradient was checked against the
corresponding numeric approximation. For this purpose, very
accurate calculations were required that used an ultrafine
grid48 for the density functional theory (DFT) calculations, a
SCF convergence criterion of 10−8 and a geometry optimiza-
tion convergence criteria of 10−7 with regard to the mean

force, the mean displacement, and the absolutely largest force
or displacement. For comparison purposes, bond lengths de-
termined by either the analytical NESC energy gradient or its
numerical equivalent were accurate up to four decimal places.

NESC calculations, which demonstrate the application
potential of the analytical energy gradient, were carried out
with a variety of basis sets14, 49–52 (compare with Table I),
which in some cases had to be re-contracted for the core func-
tions as indicated in Table I. From our previous experience
with these and similar basis sets,14, 15, 53, 54 the basis set su-
perposition error (BSSE) amounts to less than ∼1 kcal/mol
(see also BSSE corrections in Tables II–III). We used DFT
to check and compare features of the NESC gradient (see
Table II). In this connection, we applied the PBE0 exchange-
correlation (XC) functional55, 56 to investigate the thallium
halogenides 1–4 of Table II.

NESC/CCSD (coupled cluster with all single and dou-
ble excitation) (Ref. 57) geometry optimizations followed
by NESC/CCSD(T) (CCSD with a perturbative inclusion of
all triple excitations; Ref. 58) single point calculations were
performed in the case of the mercury molecules 5–13 of
Table III. In addition, we calculated the geometries of the
organic mercury molecules 14 and 15 (see Fig. 1) at the
NESC/DFT level of theory utilizing the B3LYP hybrid
functional59–62 to demonstrate the feasibility of large NESC
calculations. The largest calculations carried out in this work
were for HgCF3 at the NESC/CCSD(T) level of theory with
434 primitive basis functions and 313 contracted basis func-
tions and at the NESC/B3LYP level of theory for molecule
14 (primitives: 786; contracted: 417 basis functions), where
it has to be noted that the NESC equations are solved in the
basis of the primitives (“first-diagonalize-then-contract”).

All calculations were carried out with a finite nucleus
model possessing a Gaussian charge distribution.63, 64 Further-
more, the renormalization of the one-electron Hamiltonian
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TABLE II. Bond lengths re , bond dissociation energies De (D0), and excitation energies Te of the X1�+ ground state of thallium monohalogenides.a

Molecule Method Bond length re De D0 Te(3	 − X1�+) Reference

TlF (1) NESC/PBE0
no dU 2.09591 117.0 102.4 4.39 This work
dU 2.09592
num. 2.0959
dUI O R A oscillating

Expt. 2.0844 105.4 A0+: 4.36; B1: 4.57 68 and 69
RECP/CCSD(T) 2.078 106.8 70
RECP/CASPT3(CI) 2.087 105.4 68

TlCl (2) NESC/PBE0
no dU 2.50442 101.4 86.4 3.94 This work
dU 2.50445
num. 2.5045
dUI O R A oscillating

Expt . 2.4848 88.1 A0+: 3.85 68 and 69
RECP/CCSD(T) 2.486 87.2 70
RECP/CASPT3(CI) 2.487 87.9 68

TlBr (3) NESC/PBE0
no dU 2.64174 93.1 76.1 3.69 This work
dU 2.64178
num. 2.6418
dUI O R A oscillating

Expt . 2.618 2 78.8 A0+: 3.62 68 and 69
RECP/CCSD(T) 2.618 76.5 70
RECP/CASPT3(CI) 2.621 75.4 68

TlI (4) NESC/PBE0
no dU 2.84166 83.1 61.2 3.36 This work
dU 2.84166
num. 2.8417
dUI O R A oscillating

Expt . 2.8137 63.7 A0+: 2.99 68 and 69
RECP/CCSD(T) 2.813 62.5 70
RECP/CASPT3(CI) 2.825 63.0 68

aD0 values were obtained by correcting De values for zero-point energy (ZPE) and spin-orbit coupling (SOC) taken from Ref. 68. Bond lengths in Å, D values in kcal/mol, excitation
energies Te in eV. The following abbreviations are used: no dU: NESC gradient calculated without including ∂U/∂λ; dU: NESC gradient calculated including ∂U/∂λ; num.: numerical
NESC gradient used; dUI O R A : ∂U/∂λ is approximated by ∂UI O R A/∂λ; RECP: relativistic effective core potential; CASPT3(CI): configuration interaction based complete active space
third order perturbation theory. - Calculated BSSE corrections (not included) are −0.12 (F), −0.09 (Cl), −0.22 (Br), and −0.83 kcal/mol (I).

according to Eq. (15) (“picture change” correction41) was
applied throughout this work. For the scalar relativistic
NESC approach, a velocity of light c = 137.035999070(98)
(Ref. 65) was used throughout the article.

V. RESULTS AND DISCUSSIONS

Table II contains NESC/PBE0 bond lengths, De (D0)
dissociation energies, and excitation energies Te of thal-
lium halides in their ground state. In Table III, exact quasi-
relativistic 1c-NESC geometries obtained at the NESC/CCSD
and bond dissociation energies (De and D0) calculated at
the NESC/CCSD(T) level of theory are listed and compared
with results of other calculations as well as the experimental
data.68–70 Also summarized in Table III are some NESC/DFT
results calculated for the two organic mercury compounds 14
and 15 shown in Fig. 1.

Differences between bond lengths TlX obtained with the
analytical NESC energy gradient and those calculated with a
numeric gradient are smaller than 10−4 Å (Table II) and by
this within the errors of a finite differences evaluation of first

derivatives. Calculations reveal also that an approximation of
∂U / ∂λ by ∂UI O R A /∂λ cannot be recommended because in
most cases oscillations rather than convergence was observed
when solving the NESC equations. If the analytical form of
∂U / ∂λ is not available, it is preferable to neglect this term
rather than to approximate it. In the case of the TlX molecules,
deviations in the bond lengths are 10−5 Å if ∂U / ∂λ is ne-
glected. These deviations, however, increase already to 10−3

Å if distances between heavy atoms are investigated with nor-
mal basis sets. An example is the Hg,Hg distance in the Hg2

van der Waals complex (3.587 vs 3.588 Å, NESC/PBE0). The
differences can take values of even 10−2 Å if very steep basis
functions with exponents larger than 109 are involved. Since
the calculation of ∂U / ∂λ does not involve a major compu-
tational effort, all calculations are carried out with the correct
calculation of ∂U / ∂λ.

Calculated TlX bond lengths reasonably agree with the
known experimental bond lengths where deviations increase
from 0.015 (X = F) to 0.027 Å (X = I), which may indicate
the increasing influence of spin orbit coupling (SOC) on the
bond length, which was not considered in this work. Apart
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TABLE III. NESC/CCSD, NESC/CCSD(T), and NESC/DFT descriptions of mercury molecules.a – Calculated BSSE corrections (not included) of HgF and
HgCl are −0.40 and −0.53 kcal/mol, respectively.

Molecule Symmetry state method Geometry parameters De (D0) Reference

HgF (5) C∞v
2�+ NESC/CCSD(T)//NESC/CCSD 2.024 33.0 (32.3) This work

IORA/QCISD 2.025 54
NESC(d)/CCSD(T)//B3LYP 2.080 31.0 14
Expt. 32.9 69

HgCl (6) C∞v
2�+ NESC/CCSD(T)//NESC/CCSD 2.402 23.8 (23.4) This work

SOC/RECP/CCSD(T) 2.354 22.9 71
NESC(d)/CCSD(T)//B3LYP 2.460 21.6 14
Expt. 2.395, 2.42 23.4, 24.6 72, 73, and 74

HgBr (7) C∞v
2�+ NESC/CCSD(T)//NESC/CCSD 2.546 20.0 (17.5) This work

SOC/RECP/CCSD(T) 2.498 16.3 71
NESC(d)/CCSD(T)//B3LYP 2.672 14.7 14
Expt. 2.62 17.2, 18.4 75, 76, and 77

HgI (8) C∞v
2�+ NESC/CCSD(T)//NESC/CCSD 2.709 12.9 (7.6) This work

SOC/RECP/CCSD(T) 2.708 8.6 71
NESC(d)/CCSD(T)//B3LYP 2.820 11.2 14
Expt. 2.81 7.8, 8.1, 8.9 73, 74, and 78

HgCN (9) C∞v
2�+ NESC/CCSD(T)//NESC/CCSD Hg-C: 2.118, C-N: 1.161 36.1 This work

IORA/QCISD Hg-C: 2.114, C-N: 1.179 54
NESC(d)/CCSD(T)//B3LYP Hg-C: 2.159 32.6 14

HgNC (10) C∞v
2�+ NESC/CCSD(T)//NESC/CCSD Hg-N: 2.077, N-C: 1.176 22.4 This work

HgCH3 (11) C3v
2 A1 NESC/CCSD(T)//NESC/CCSD Hg-C: 2.344, H-C: 1.084, 3.2 This work

Hg-C-H: 104.3
NESC(d)/CCSD(T)//B3LYP Hg-C: 2.455 3.0 14

HgOCH3 (12) Cs
2 A′ NESC/CCSD(T)//NESC/CCSD Hg-O: 3.116, C-O: 1.379, 2.9 This work

C-H: 1.094, 1.094, 1.101,
Hg-O-C: 107.4

HgCF3 (13) C3v
2 A1 NESC/CCSD(T)//NESC/CCSD Hg-C: 2.441, F-C: 1.327, 9.6 This work

Hg-C-F: 110.0
NESC(d)/CCSD(T)//B3LYP Hg-C: 2.617 2.7 14

BDT-Hg (14) C2
1 A NESC/B3LYP Hg-S: 2.356, S-Hg-S: 175.9 This work

Expt. Hg-S: 2.42, S-Hg-S: ∼180 66
BDET-Hg (15) C1

1 A NESC/B3LYP Hg-S: 2.378, 2.387 This work
S-Hg-S: 163.2

Expt. Hg-S: 2.327, 2.340 67
S-Hg-S: 166.8

aNESC/CCSD(T)//NESC/CCSD denotes NESC/CCSD(T) energies calculated at NESC/CCSD geometries; NESC(d): NESC calculations based on an iterative calculation of U with
damping (d); QCISD: quadratic configuration interaction with single and double excitations. For HgX (X = F, Cl, Br, I), D0 values corrected by ZPE and SOC values are given
in parentheses (see footnote to Table II). D values in kcal/mol, bond lengths in Å, angles in deg. In the calculations of HgCH3, HgOCH3, and HgCF3, the fourteen 4f-electrons of
Hg were frozen. NESC(d) calculations were carried out with the Filatov-Dyall version of NESC based on damping (d) of the U matrix.13 For the structure of molecules 16 and 17,
compare with Figure 1.

from this, the limitations of the XC-functional are the major
cause for the differences. Calculated and measured D0 values
differ on the average by −2.5 kcal/mol. Since the computed
values were combined with zero-point energy (ZPE) and
SOC corrections, there is no increase in the deviations with
increasing atomic number of X. The largest deviation is found
for X = F (−3.0 kcal/mol, Table II). It has to be stressed that
the agreement between theory and experiment is excellent in
view of the large experimental D0 values of 64 (X = I) to 102
kcal/mol (X = F) and errors of just 3-4 % of the experimental
values.

Experimental singlet-triplet excitation energies of TlX
are well reproduced for X = F, Cl, and Br for which deviations
are smaller than 0.1 eV (Table II). Only in the case of TlI, a
large deviation of 0.37 eV is calculated at the NESC/PBE0
level. Contrary to the D0 values, all calculated excitation

energies Te are larger than the corresponding experimental
values.

NESC/CCSD geometries of mercury containing
molecules are partly in agreement with other published
geometries,14, 54, 71 such as those obtained by IORA/QCISD
(HgF) or SOC/RECP/CCSD(T) (HgI), partly they are closer
to the experiment as in the case of HgCl or HgBr. It is
difficult to make a judgment on the accuracy of the NESC
calculations, because the influence of SOC on the bond
length was not considered. However, in all cases where a
comparison is possible, the difference of NESC HgX bond
lengths from experimental values is smaller than 0.07 Å
with the exception of HgI (difference of 0.1 Å). Agreement
between NESC/CCSD(T) and experimental D0 dissociation
energies for mercury halides72–78 is excellent in view of
a mean deviation of just 0.3 kcal/mol. This agreement is
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FIG. 1. Structure of organic mercury molecules 14 and 15. The NESC/B3LYP geometries are given in the lower half of the figure.

obtained when selecting that experimental D0 value which is
closest to the NESC/CCSD(T) result, i.e., NESC/CCSD(T)
provides reliable values so that the most accurate experimen-
tal D0 value can be identified. It is interesting to note that the
renormalization of the one-electron Hamiltonian according to
Eq. (15), known in the literature as “picture change,”41 leads
to an increase of calculated De values for HgX (X= F, Cl, Br,
I) by 0.2, 0.2, 0.2, 0.1 kcal/mol, respectively. Hence, if high
accuracy is needed, this contribution cannot be excluded.

We calculated also the two organo-mercury compounds
14 and 15 shown in Fig. 1. Compound 14 is obtained from
the reaction of 1,3-benzenediamidoethanethiol (BDTH2) with
HgCl2 in water leading to BDT-Hg 14,66 which is known
to provide an excellent means to remove mercury perma-
nently from water. A similar reaction of bisaminoethanthiol
BDETH2 with HgCl2 yields BDET-Hg 15.67 NESC/B3LYP
geometry optimizations of 14 and 15 took less than 1 h (using
8 processors) and provided data in close agreement with the
x-ray analysis of these compounds (Table III and Fig. 1). In
forthcoming work, we will investigate organo-mercury com-
pounds being of relevance for the removal of mercury from
the environment.

VI. CONCLUSIONS

In this work, we have described the derivation, imple-
mentation, and application of the analytical NESC energy
gradient.

(1) We have outlined an effective algorithm to calculate
the NESC energy also in the presence of basis func-
tions with very large exponent (“steep basis functions”).
Such an algorithm is the prerequisite for exact quasi-
relativistic NESC calculations in combination with HF,
DFT, or correlation corrected ab initio calculations, such

as CI, MPn perturbation theory, coupled cluster theory,
complete active space self-consistent field (CASSCF),
or any other non-relativistic method.

(2) We have developed the analytical NESC energy gradient
in its complete form, which implies the derivation of the
analytic form of the derivative ∂U/∂λ, where U is the
matrix representation of the operator Û for the elimina-
tion of the small component. The derivative of U is rather
complex and contributes to different parts of the NESC
energy gradient so that its efficient calculation was the
key of the current work.

(3) For basis sets with very steep basis functions it is ad-
visable to calculate ∂U/∂λ, whereas for other basis
sets ∂U/∂λ may be neglected. In this work, we have
discussed the reasons for the different magnitudes of
∂U/∂λ.

(4) Corrections for the picture change were programmed
and tested for the NESC energy as well as the NESC
energy gradient. There is a small contribution of 0.2 (F)
up to 0.1 kcal/mol (I) in calculated dissociation energies
De of mercury halides. For the calculated geometries,
the changes due to picture change corrections are of the
order of 10−4 Å or smaller.

(5) The analytical energy gradient was also developed for
a finite nucleus model with a Gaussian distribution of
positive charge. The influence of the nuclear model on
the NESC energy is significant, whereas it is negligible
for geometry calculations.

(6) The economic implementation of the analytic NESC en-
ergy gradient and its general applicability is empha-
sized by presenting NESC/B3LYP geometry optimiza-
tions using up to 800 primitive basis functions (“first-
diagonalize-then-contract” strategy) for organic mercury
compounds.
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(7) NESC/CCSD(T) bond dissociation enthalpies obtained
at NESC/CCSD geometries and corrected for spin orbit
coupling and zero-point energies agree well with experi-
mental D0 values and offer the possibility of identifying
the most reliable experimental value if several are avail-
able.

(8) NESC/DFT has been used to determine bond lengths
and D0 dissociation energies at 298 K for thallium
halides with the result that the former differ by 0.03 Å or
less whereas the latter underestimate experimental val-
ues on the average by 2.5 kcal/mol.

Summarizing, we have proven that NESC and NESC gra-
dient calculations can routinely be carried out and that, with
the development of analytical first order energy derivatives,
the applicability range and the usefulness of NESC has been
substantially increased. In separate work, we will extend the
applicability of NESC to second order response properties.
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